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The graduated optimization approach is used to find global optimal solutions
for nonconvex functions by using a function smoothing operation with stochas-
tic noise. We found that stochastic noise in stochastic gradient descent (SGD)
has the effect of smoothing the objective function, the degree of which is deter-
mined by the learning rate, batch size, and variance of the stochastic gradient.
On the basis of this finding, we propose and analyze a graduated optimization
algorithm that varies the degree of smoothing by varying the learning rate and
batch size and provide experimental results on image classification tasks with
ResNets that support our theoretical findings. We further demonstrate an
intriguing relationship between the degree of smoothing by SGD’s stochastic
noise, the well-studied “sharpness” indicator, and the model’s generalization
performance.

Contents

1 Introduction 3
1.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.3 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2 Preliminaries 9
2.1 Notations and Definitions . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2 Assumptions and Lemma . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.3 Function Smoothing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

3 SGD’s smoothing property 12

4 Implicit Graduated Optimization 13
4.1 New theoretical findings on σ-nice function . . . . . . . . . . . . . . . . . 13
4.2 Analysis of Implicit Graduated Optimization . . . . . . . . . . . . . . . . 14
4.3 Numerical Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

5 Relationship between degree of smoothing, sharpness, and generalizability 17



2

6 Conclusion 20

A Derivation of Equation (3) 28

B Estimation of variance of stochastic gradient 28

C Proofs of the Lemmas 30
C.1 Proof of Lemma 2.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
C.2 Proof of Lemma 5.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

D Lemmas on smoothed function 30

E Lemmas used in the proofs of the theorems 32

F Proof of the Theorems and Propositions 33
F.1 Proof of Theorem 4.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
F.2 Proof of Proposition 4.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
F.3 Proof of Theorem 4.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

G Full Experimental Results 37

H Discussion on the definition of the smoothed function 40

I Discussion on σm-nice function 42
I.1 Extension from σ-nice function to σm-nice function . . . . . . . . . . . . 42
I.2 Proof of Proposition 4.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
I.3 Discussion on the light-tailed distribution . . . . . . . . . . . . . . . . . . 44
I.4 Distribution of SGD’s stochastic noise . . . . . . . . . . . . . . . . . . . 45



3

Section 1. Introduction

1.1 Background

1.1.1 Machine Learning and Optimization
Machine learning is a technique used to classify and predict unknown data by

learning rules and patterns from given data. When training a deep learning model,
which is a specific machine learning method, the objective function is defined as the
average error between the model’s predictions and the correct values. The goal is to
minimize this error by adjusting the parameters of the deep learning model. Therefore,
solving the optimization problem defined below is referred to as training the model.

Minimize f(x) =
1

n

n∑
i=1

fi(x) subject to x ∈ Rd, (1)

where x ∈ Rd is parameter of the model and fi(x) : Rd → R is the loss function for
the i-th training data point (d is the dimension of the model, and n is the number
of training data points). The objective function f in (1) is called an empirical loss
function because it is computed from a limited set of training data, and Problem
(1) is called an empirical risk minimization problem. In general, an empirical loss
function is a differentiable nonconvex function. The optimal solution to Problem (1),
x⋆ ∈ Rd, represents the most suitable parameter for the deep learning model derived
from the training data. Therefore, to successfully train the model, it is essential to
solve Problem (1) in order to approximate this optimal solution, x⋆ ∈ Rd.

1.1.2 Optimization Methods for Empirical Risk Minimization
An optimization method called the gradient method, which uses the gradient (the

differential information of a function) is often used to solve Problem (1). The gradient
method is used for updating the current point xt ∈ Rd to the next point xt+1 ∈ Rd

by stepping along vector dt ∈ Rd with step size ηt > 0:

xt+1 := xt − ηtdt (2)

That is, a point sequence (xt)t∈N ∈ Rd defined as in Equation (2) is generated so that
xt approximates the optimal solution of Problem 1 when the time or the number of
iterations t is sufficiently large. Here, ηt > 0 is referred to as the learning rate or
step size, and vector dt is referred to as the search direction at time t. The simplest
gradient method is gradient descent (GD) using the full gradient ∇f(xt) of objective
function f as the search direction:

xt+1 := xt − ηt∇f(xt).

However, since the total number of model parameters d ranges from hundreds of
thousands to trillions, and the total number of training data points n ranges from
tens of thousands to tens of millions, GD training, which requires the calculation of the
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full gradient ∇f(xt) at each time step, is not practical. Stochastic gradient descent
(SGD) [1] (defined below) uses mini-batch stochastic gradients ∇fSt computed on b
(≤ n) randomly selected training data points as the search direction instead of using
all n training data points at each time step. It can be performed by setting batch size
b appropriately:

xt+1 := xt − ηt∇fSt
(xt).

SGD is the simplest of the optimization methods used to train deep learning models.
The amazing success of deep neural networks (DNNs) in recent years has been based
on optimization by SGD and its variants, such as Adam [2]. These methods have
been widely studied for their convergence [3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14] and
stability [15, 16, 17, 18] in nonconvex optimization.

1.1.3 Empirical Loss Function and Model Generalizability
The most important aspect of machine learning is the generalization performance of

the model. Generalization performance refers to the ability to accurately predict and
classify data beyond the training data, i.e., the test data. By applying an optimization
algorithm such as SGD to Problem (1), we can obtain an approximate solution that
minimizes the empirical loss function value f(x). In this scenario, the training accu-
racy, which is the prediction accuracy for the training data, approaches 100% while
the test accuracy, which is the prediction accuracy for the test data, typically ranges
between 60% and 90%, depending on the training dataset and model type. Although
achieving 100% test accuracy is the ultimate goal of machine learning, only the em-
pirical loss function can be theoretically analyzed. Numerous studies have explored
the relationship between the empirical loss function and generalization performance.
Most of these studies focused on the shape of the neighborhood around the optimal
solution of the empirical loss function, with the prevailing hypothesis being that an
optimal solution with a flat neighborhood offers better generalizability than one with
a steep neighborhood.”
As shown in Figure 1, there is generally a difference between the empirical loss

function calculated from training data only and the expected loss function calculated
from an infinite amount of data, including the test data. While we can optimize only
the empirical loss function, we must also consider the expected loss function, since if
we can minimize the expected loss function value, the test accuracy should be 100%.
Analysis of the discrepancy between the two loss functions suggests that the optimal
solution for the empirical loss function in a flatter neighborhood is likely to achieve a
lower expected loss function value, as illustrated in Figure 1. This hypothesis origi-
nates from the work of Hochreiter and Schmidhuber [19]. There have been numerous
studies on this hypothesis. For example, several studies have proposed using “sharp-
ness” as a measure of the smoothness of the function in the neighborhood of the
approximate solution [20, 21, 22, 23, 24], and experimental results have shown that
there is a correlation between sharpness and a model’s generalization performance.
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Fig. 1 Conceptual diagram of empirical and expected loss functions. Minimizing
the expected loss function is essential for achieving high generalization perfor-
mance, but we can only deal with the empirical loss function. Therefore, near the
optimal solution of the empirical loss function, where the optimization methods
converge, a flat optimal solution with a smaller error between the two functions
(dotted line) is considered to offer high generalization performance.

1.1.4 Smoothing by Stochastic Noise in SGD
Unlike GD, which processes all training data points simultaneously, SGD processes

only b data points simultaneously, so stochastic noise is introduced depending on the
data selected at each iteration. It is reasonable to represent this stochastic noise in
terms of the error ∇fSt

(xt)−∇f(xt) =: ωt in each search direction at each iteration.
Some studies claim that it is crucial in nonconvex optimization. For example, it has
been proven that noise helps the algorithm to escape local minima [25, 26, 27, 28],
achieve better generalization [15, 17], and find a local minimum with a small loss value
in polynomial time under some assumptions [29]. Several studies have also shown that
performance can be improved by adding artificial noise to GD [25, 30, 31, 32].
[33] also suggests that noise smoothes the objective function. Here, at time t, let

yt be the parameter updated by GD and xt+1 be the parameter updated by SGD,
i.e.,

yt := xt − η∇f(xt), xt+1 := xt − η∇fSt
(xt).

Then, the update rule for the sequence {yt} is as follows:

Eωt
[yt+1] = Eωt

[yt]− η∇Eωt
[f(yt − ηωt)] , (3)

where f is Lipschitz continuous and differentiable (The derivation of Equation (3)

is in Section A). Therefore, if we define a new function f̂(yt) := Eωt [f(yt − ηωt)],

f̂ can be smoothed by convolving f with noise (see Definition 2.1, also [34]), and
its parameters yt can approximately be viewed as being updated by using the GD

to minimize f̂ . In other words, simply using SGD with a mini-batch smoothes the
function to some extent and may enable escapes from local minima (see also Figure
2).
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Fig. 2 Conceptual diagram of how stochastic noise in SGD prevents finding of
local optimal solution. The center of the blue region represents a local optimal
solution with a sharp neighborhood and poor generalization performance. The
steepest descent direction −∇f(xt) (red arrow) is straight towards the local
optimal solution. In contrast, the SGD direction −∇fSt(xt) (green arrow) is
away from the local optimal solution due to the presence of stochastic noise ωt

(yellow arrow).

1.1.5 Graduated Optimization
Graduated optimization is one of the global optimization methods that search

for the global optimal solution of difficult multimodal optimization problems. The
method generates a sequence of simplified optimization problems that gradually ap-
proach the original problem through different levels of local smoothing operations.
It solves the easiest simplified problem first, as the easiest simplification should have
nice properties such as convexity or strong convexity; after that, it uses that solution
as the initial point for solving the second-simplest problem, then the second solution
as the initial point for solving the third-simplest problem and so on, as it attempts to
escape from local optimal solutions of the original problem and reach a global optimal
solution (see Figure 3 for conceptual diagram of graduated optimization).
This idea first appeared in the form of graduated non-convexity by [35] and has

since been studied in the field of computer vision for many years. Similar early
approaches can be found in [36] and [37]. Moreover, the same concept has appeared
in the fields of numerical analysis [38] and optimization [39, 34]. Over the past 35
years, graduated optimization has been successfully applied to many tasks in computer
vision, such as early vision [40], image denoising [41], optical flow [42, 43], dense
correspondence of images [44], and robust estimation [45, 46, 47]. In addition, it has
been applied to certain tasks in machine learning, such as semi-supervised learning [48,
49, 50], unsupervised learning [51], and ranking [52]. Moreover, score-based generative
models [53, 54] and diffusion models [55, 56, 57, 58], which are currently state-of-the-
art generative models, implicitly use the techniques of graduated optimization. A
comprehensive survey on the graduated optimization approach can be found in [59].
Several previous studies have theoretically analyzed the graduated optimization

algorithm. [60] performed the first theoretical analysis, but they did not provide a
practical algorithm. [61] defined a family of nonconvex functions satisfying certain
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conditions, called σ-nice, and proposed a first-order algorithm based on graduated
optimization. In addition, they studied the convergence and convergence rate of their
algorithm to a global optimal solution for σ-nice functions. [62] analyzed graduated
optimization based on a special smoothing operation. Note that [63] pioneered the
theoretical analysis of optimizers using Gaussian smoothing operations for nonsmooth
convex optimization problems.

1.2 Motivation

Equation (3) indicates that SGD smoothes the objective function [33], but it is
not clear to what extent the function is smoothed or what factors are involved in
the smoothing. Therefore, we decided to clarify these aspects and identify what
parameters contribute to the smoothing. Also, once it is known what parameters of
SGD contribute to smoothing, an implicit graduated optimization can be achieved
by varying the parameters so that the noise level is reduced gradually. Our goal was
thus to construct an implicit graduated optimization framework using the smoothing
properties of SGD to achieve global optimization of DNNs.

1.3 Contributions

1. SGD’s Smoothing Property (Section 3). We show that the degree of

smoothing δ provided by SGD’s stochastic noise depends on the quantity δ = ηC√
b
,

where η is the learning rate, b is the batch size, and C2 is the variance of the stochastic
gradient (see Assumption 2.1). Accordingly, the smaller the batch size b is and the
larger the learning rate η is, the smoother the function becomes (see Figure 3). This
finding provides a theoretical explanation for several experimental observations. For
example, as is well known, training with a large batch size leads to poor generalization
performance, as evidenced by the fact that several prior studies [64, 65, 66] provided
techniques that do not impair generalization performance even with large batch sizes.
This is because, if we use a large batch size, the degree of smoothing δ = ηC√

b
becomes

smaller and the original nonconvex function is not smoothed enough, so the sharp
local minima do not disappear and the optimizer is more likely to fall into one. [20]
showed this experimentally, and our results provide theoretical support for it.
2. New theoretical findings on σ-nice function (Section 4.1). It has been

unclear to what extent the σ-nice function is a special function and whether the
empirical loss function used in practical applications satisfies the σ-nice property. We
propose a σm-nice function which slightly extends the definition of the σ-nice function
to make it more practical. We also show that the cross entropy loss and mean squared
error, which are often used in machine learning, are σm-nice functions under a certain
assumption (Proposition 4.1). This allows all previous theoretical and experimental
findings on graduated optimization to be incorporated in machine learning through
the σm-nice function.
3. Implicit Graduated Optimization (Sections 4.2 and 4.3). Since the de-
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batch size
<latexit sha1_base64="fbCiLlWDQWvYZQIUwXhl5A/rzNQ=">AAACtHichVG7SgNBFD2u73fURrARg2IVZkWiWIk2lomaB6jI7jjRIftidxKIwR/QVrGwUrAQP8PGzsrCTxBLBRsL724WREPiLDtz5sw9d+6ca3qWDBRjLx1aZ1d3T29f/8Dg0PDIaGJsPB+4FZ+LHHct1y+aRiAs6YicksoSRc8Xhm1aomCW18PzQlX4gXSdbVXzxJ5tHDqyJLmhiMqa+4kkS7FoTDcDPQZJxCPjJp6wiwO44KjAhoADRdiCgYC+Hehg8IjbQ504n5CMzgVOMEDaCkUJijCILdN8SLudmHVoH+YMIjWnWyz6fVJOY5Y9szv2zh7ZPXtlXy1z1aMcYS01Ws2GVnj7o6eTW5//qmxaFY5+VG0UJkW3flOY0SIU1i+jnHbkRHsXFEpYjl4vyQ0vYkJfeKOi6vHl+9bK5mx9jt2wN3Lkmr2wB/LEqX7w26zYvKKG6n/b1wzyCyk9nVrMLiZX1+LW9mEKM5in/i1hFRvIIEe3CpzhHBdaWtvVuCYaoVpHrJnAr6E531bHmuo=</latexit>

b

large

0 small large

small

degree of smoothing

<latexit sha1_base64="qHNvFBEhEDdT7ej4onnHVvYS3/I=">AAACuXichVG7SgNBFD1ZX/EdtRFsxBCxChMJKtoEbSzzMDGQiOyuo07cF7uTQAz+gJWdqJWChfgZNnZWFvkEsVSwsfDuZkFU1Fl25syZe+7cOVdzDOFJxtoRpau7p7cv2j8wODQ8MhobGy95dt3VeVG3Ddsta6rHDWHxohTS4GXH5aqpGXxTO1jzzzcb3PWEbW3IpsO3THXPErtCVyVRpaq+Y0tvOxZnSRaM6Z8gFYI4wpG1Yw+oYgc2dNRhgsOCJGxAhUdfBSkwOMRtoUWcS0gE5xxHGCBtnaI4RajEHtC8R7tKyFq093N6gVqnWwz6XVJOI8Ee2Q17Yffslj2x919ztYIcfi1NWrWOljvbo8eThbd/VSatEvufqj8UGkX//iY/o0HIr18EOc3Aib9dkNjFUvB6QW44AeP7oncqahyevhSW84nWLLtiz+TIJWuzO/LEarzq1zmev6CGpr637ycozSdTC8l0Lh3PrIatjWIKM5ij/i0ig3VkUaRbazjBGc6VFUVV9pVaJ1SJhJoJfBmK9wHunJ0z</latexit>

···

<latexit sha1_base64="a70UlIckkBFUB4G87w7BlW5YliQ=">AAACtHichVG7SgNBFD1ZX/GZqI1gEwyKVZiVEMVKtLE0xkRBRXbHiQ6ZfbC7CWjwB7RVLKwULMTPsLGzsvATxDKCjYV3Nwuios6yM2fO3HPnzrmmq6QfMPaU0Do6u7p7kr19/QODQ6n08EjFd+oeF2XuKMfbMA1fKGmLciADJTZcTxiWqcS6WVsKz9cbwvOlY68FB67Ytow9W1YlNwKiitWddJblWDQyP4EegyziseKkH7CFXTjgqMOCgI2AsIIBn75N6GBwidtGkziPkIzOBY7QR9o6RQmKMIit0bxHu82YtWkf5vQjNadbFP0eKTOYZI/shrXYPbtlz+z911zNKEdYywGtZlsr3J3U8Vjp7V+VRWuA/U/VHwqTon9/U5hREQrrl1FOK3LibxcCVDEXvV6SG27EhL7wdkWNw/NWaX51sjnFrtgLOXLJntgdeWI3Xvl1UaxeUEP17+37CSozOb2Qyxfz2YXFuLVJjGMC09S/WSxgGSso060CJzjFmVbQtjSuiXaolog1o/gyNPsDYAea7g==</latexit>

f

<latexit sha1_base64="8I7FvNGtb++AT6j7ntDAO7TG7IQ=">AAACx3ichVHLLgRBFD3aa7zH2EhsxIRYTWpEECthw0LiNUiMdLpbDRXVj3TXTNCZha0fsJBISATxGTZ2VhY+QSxJbCzc7ulEEFSnq06duufWrXNNT4pAMfZYp9U3NDY1p1pa29o7OrvS3ZnVwC37Fi9YrnT9ddMIuBQOLyihJF/3fG7YpuRr5u5MdL5W4X4gXGdF7Xt80za2HVESlqGI0tOZ4o6hwlJVD4tbXCpDn6/q6SzLsXj0/wT5BGSRjAU3fY8ituDCQhk2OBwowhIGAvo2kAeDR9wmQuJ8QiI+56iilbRliuIUYRC7S/M27TYS1qF9lDOI1RbdIun3SdmPQfbArtkLu2M37Im9/5orjHNEtezTata03NO7jnqX3/5V2bQq7Hyq/lCYFP37m6KMklBUv4hz2rETf7ugUMJE/HpBbngxE/li1SqqHBy/LE8uDYZD7Jw9kyNn7JHdkidO5dW6WORLJ9TQ/Pf2/QSrI7n8WG50cTQ7NZ20NoU+DGCY+jeOKcxiAQW6dQ+nuMSVNqe5WkXbq4VqdYmmB1+GdvgB1PCiww==</latexit>

f̂�M

<latexit sha1_base64="XlfgmOMcIC6rcgpsvc1tCWlat80=">AAACx3ichVG7SsRAFD3G93vVRrARF8VqmRVRsVq00c7XquBKSOKsDjt5kMwurmELW3/AQhAURMXPsLGzsvATxFLBxsKbbEBU1AmZOXPmnjt3zjU9KQLF2GOD1tjU3NLa1t7R2dXd05vq618P3LJv8bzlStffNI2AS+HwvBJK8k3P54ZtSr5hluaj840K9wPhOmuq6vFt29h1RFFYhiJKT/UX9gwVFmt6WNjhUhn6RE1PpVmGxWP4J8gmII1kLLmpexSwAxcWyrDB4UARljAQ0LeFLBg84rYREucTEvE5Rw0dpC1TFKcIg9gSzbu020pYh/ZRziBWW3SLpN8n5TBG2QO7Zi/sjt2wJ/b+a64wzhHVUqXVrGu5p/ceDa6+/auyaVXY+1T9oTAp+vc3RRkloah+Eee0Yyf+dkGhiJn49YLc8GIm8sWqV1Q5OH5ZnV0ZDcfYOXsmR87YI7slT5zKq3WxzFdOqKHZ7+37CdYnMtmpzOTyZDo3l7S2DUMYwTj1bxo5LGAJebp1H6e4xJW2qLlaRduvh2oNiWYAX4Z2+AGWZaKo</latexit>

f̂�2

<latexit sha1_base64="5nf67s1tsojvPE4zJAisRH0zTps=">AAACx3ichVHLLgRBFD3a+z3YSGzEhFhNqkUQK2HDzmuQGOl0txoqU/1Id80EnVnY+gELiYREEJ9hY2dl4RPEksTGwu2eTgRBdbrq1Kl7bt061/KlCBVjj3VafUNjU3NLa1t7R2dXd6andy30yoHN87YnvWDDMkMuhcvzSijJN/yAm44l+bpVmovP1ys8CIXnrqp9n2855o4risI2FVFGprewa6qoWDWiwjaXyjT0qpHJshxLxuBPoKcgi3Qsepl7FLANDzbKcMDhQhGWMBHStwkdDD5xW4iICwiJ5JyjijbSlimKU4RJbInmHdptpqxL+zhnmKhtukXSH5ByEMPsgV2zF3bHbtgTe/81V5TkiGvZp9WqablvdB/1r7z9q3JoVdj9VP2hsCj69zfFGSWhuH6R5HQSJ/52QaGIqeT1gtzwEyb2xa5VVDk4flmZXh6ORtg5eyZHztgjuyVP3MqrfbHEl0+oofr39v0Ea2M5fSI3vjSenZlNW9uCAQxhlPo3iRnMYxF5unUPp7jElbageVpF26uFanWppg9fhnb4AZQUoqc=</latexit>

f̂�1

<latexit sha1_base64="5WmrttDee4vWbv0oQLE3vb+jc9c=">AAACv3ichVG7SgNBFD1Z389EbQQbMShWYSKiYuWjsdTERMGo7K6TOGRf7E6CcfEH/AAtLHyAhfgZNnZWFvkEsYxgY+HdzYKoGGfZmTNn7rlz51zNMYQnGavHlLb2js6u7p7evv6BwXhiaDjv2RVX5zndNmx3W1M9bgiL56SQBt92XK6amsG3tPJqcL5V5a4nbGtT1hy+a6olSxSFrkqiCgXN9I9O9gqeVN39RJKlWDjGf4N0BJKIxrqdeEIBB7ChowITHBYkYQMqPPp2kAaDQ9wufOJcQiI85zhBL2krFMUpQiW2THOJdjsRa9E+yOmFap1uMeh3STmOSfbM7liDPbJ79sI+/szlhzmCWmq0ak0td/bjp6PZ939VJq0Sh1+qFgqNov9+U5DRIBTUL8KcZuhEaxckilgIXy/IDSdkAl/0ZkXV4/NGdjEz6U+xG/ZKjlyzOnsgT6zqm367wTMX1ND0z/b9BvmZVHouNbsxm1xaiVrbjTFMYJr6N48lrGEdObrVwRkucaUsKyXFUpxmqBKLNCP4NpTaJ+IcoAU=</latexit>

x?

large
<latexit sha1_base64="DBvwizuhgnthxH0PiU2edVby4DA=">AAACzHichVFNLwNBGH67vuurOJC4NBri1MyKIE7CxUlQbSXKZneNmnT2I7vTBpteHfwBByfEQfArXNycHPoTxLESFwfvTjcRmjKbnXnmmfd5553nNVzOfEFILaa0tXd0dnX3xHv7+gcGE0PDOd8peybNmg53vG1D9ylnNs0KJjjddj2qWwaneaO0Ep7nK9TzmWNviWOX7lp60WYHzNQFUlpitGBYwVFVCwr7lAtdU6t7BV/onpZIkTSRI9kM1AikIBrrTuIZCrAPDphQBgso2CAQc9DBx28HVCDgIrcLAXIeIibPKVQhjtoyRlGM0JEt4VzE3U7E2rgPc/pSbeItHH8PlUmYJC/kltTJE7kjr+SzZa5A5ghrOcbVaGipqw2ejWU+/lVZuAo4/Fb9oTAwuvWbwowcUVg/kzkt6cTfLgg4gAX5eoZuuJIJfTEbFVVOzuuZxc3JYIpckTd05JLUyCN6YlfezZsNunmBDVV/t68Z5GbS6lx6dmM2tbQctbYbxmECprF/87AEq7AOWXnrNdzDg7KmCCVQqo1QJRZpRuDHUE6/AFK4pPE=</latexit>

x?
�1

<latexit sha1_base64="Ye/tnolbUzxuW67eRZQl9u1TAUE=">AAACzHichVFNLwNBGH67vqq+igOJS6MhTs1UGsSp4eIktKpN2trsrsHE7Ed2p43a9OrgDzg4IQ6CX+Hi5uTQnyCOJC4O3p1uIghmszPPPPM+77zzvLrDmScIaUWUjs6u7p5ob6yvf2BwKD48sunZNdegBcPmtlvSNY9yZtGCYILTkuNSzdQ5Ler7y8F5sU5dj9nWhmg4tGpquxbbYYYmkFLjYxXd9A+aql/Zplxo6mxzq+IJzVXjSZIiciR+gnQIkhCONTv+ABXYBhsMqIEJFCwQiDlo4OFXhjQQcJCrgo+ci4jJcwpNiKG2hlEUIzRk93HexV05ZC3cBzk9qTbwFo6/i8oETJFHckVeyD25Jk/k/ddcvswR1NLAVW9rqaMOHY/n3/5VmbgK2PtU/aHQMfr3NwUZOaKgfiZzmtKJv10QsAML8vUM3XAkE/hitCuqH5685BdzU/40OSfP6MgZaZE79MSqvxqX6zR3ig1Nf2/fT7A5m0rPpTLrmWR2KWxtFCZgEmawf/OQhRVYg4K89QJu4FZZVYTiK812qBIJNaPwZShHH1UPpPI=</latexit>

x?
�2

<latexit sha1_base64="5VDH5929+OX7alZL/GSpa7sEXDI=">AAACzHichVFNLwNBGH67vuurOJC4NJqKUzMVQZyEiwvRVluJ1mZ3TZmY/cjutMGmVwd/wMEJcRD8Chc3J4f+BHGsxMXBu9NNBMFsduaZZ97nnXeeV3c48wQhjYjS1t7R2dXdE+3t6x8YjA0NFzy76ho0b9jcdjd1zaOcWTQvmOB003GpZuqcFvX95eC8WKOux2xrQxw6tGxquxarMEMTSKmx0ZJu+gd11S/tUC40dbW+XfKE5qqxBEkROeI/QToECQjHuh17hBLsgA0GVMEEChYIxBw08PDbgjQQcJArg4+ci4jJcwp1iKK2ilEUIzRk93Hexd1WyFq4D3J6Um3gLRx/F5VxSJInck2a5IHckGfy/msuX+YIajnEVW9pqaMOnozl3v5VmbgK2PtU/aHQMfr3NwUZOaKgfiZzmtKJv10QUIF5+XqGbjiSCXwxWhXVjk6buYVs0p8kF+QFHTknDXKPnli1V+MqQ7Nn2ND09/b9BIXpVHo2NZOZSSwuha3thnGYgCns3xwswgqsQ17eegm3cKesKULxlXorVImEmhH4MpTjD5Q8pQ0=</latexit>

x?
�M

<latexit sha1_base64="ZEkpUei2GO1p3vKjB3Pi0xul78U=">AAACu3ichVG7SgNBFL1Z3/GRqI1gEwyKVZgVUREE0cbSVx4QQ9gdJ3HM7IPdSVCDP2BpY6GNgoX4GTZ2Vhb5BLGMYGPh3cmCaEi8y+6cOXPP3Tvnmq7gviSkEdF6evv6BwaHosMjo2Ox+PhExneqHmVp6gjHy5mGzwS3WVpyKVjO9ZhhmYJlzcpmcJ6tMc/njr0vT11WsIyyzUucGhKp3IFp1U/Oi3oxniQpoiLRDvQQJCGMbSf+AgdwCA5QqIIFDGyQiAUY4OOTBx0IuMgVoI6ch4ircwbnEEVtFbMYZhjIVvBbxl0+ZG3cBzV9pab4F4Gvh8oEzJJX8kCa5Jk8kjfy1bFWXdUIejnF1WxpmVuMXUztff6rsnCVcPSj6qIwMbvznYKKAlHQP1c1LeVEdxcklGBF3Z6jG65iAl9oq6Pa2VVzb3V3tj5H7sg7OnJLGuQJPbFrH/R+h+1e40D1v+NrB5mFlL6UWtxZTK5vhKMdhGmYgXmc3zKswxZsQ1rN7RKu4UZb06h2rIlWqhYJNZPwK7TqN9uYnfk=</latexit>x1

<latexit sha1_base64="EfVWzrtNx1XUoL4JbScAuD1nprQ=">AAACxnichVG7SgNBFD2u72cSbQQbMSixCRORKNoEbSx9RQUTw+460cF9sTtJ1BCw9gcsxEJBRfwMGzsrCz9BLBVsLLy7WRAN6iw7c+bMPXfunKs5hvAkY09NSnNLa1t7R2dXd09vXyQa61/z7JKr86xuG7a7oakeN4TFs1JIg284LldNzeDr2t68f75e5q4nbGtVHjg8b6o7ligKXZVEFaKxuUROM6v7ta2cJ1V31h0vROMsyYIx3AhSIYgjHIt29AE5bMOGjhJMcFiQhA2o8OjbRAoMDnF5VIlzCYngnKOGLtKWKIpThErsHs07tNsMWYv2fk4vUOt0i0G/S8phjLJHdsNe2T27Zc/s49dc1SCHX8sBrVpdy51C5Hhw5f1flUmrxO6X6g+FRtG/v8nPaBDy6xdBTjNw4m8XJIqYDl4vyA0nYHxf9HpF5cOT15WZ5dHqGLtgL+TIOXtid+SJVX7TL5f48ik1NPWzfY1gbSKZSifTS5PxzFzY2g4MYQQJ6t8UMljAIrJ0awVnuMK1sqBYSkmp1EOVplAzgG9DOfoEKzGhqg==</latexit>

B(x?; r)

<latexit sha1_base64="fiX9VsUa44FfAWRxuHcu8U5BW4k=">AAAC23icSyrIySwuMTC4ycjEzMLKxs7BycXNw8vHLyAoFFacX1qUnBqanJ+TXxSRlFicmpOZlxpaklmSkxpRUJSamJuUkxqelO0Mkg8vSy0qzszPCympLEiNzU1Mz8tMy0xOLAEKxQuoOWnEJOVWV9TGV8ekpOaUJMb71sbFFJckFlkb18BEajTjBZQN9AzAQAGTYQhlKDNAQUC+wHmGGIYUhnyGZIZShlyGVIY8hhIgO4chkaEYCKMZDBkMGAqAYrEM1UCxIiArEyyfylDLwAXUWwpUlQpUkQgUzQaS6UBeNFQ0D8gHmVkM1p0MtCUHiIuAOhUYVA2uGqw0+GxwwmC1wUuDPzjNqgabAXJLJZBOguhNLYjn75II/k5QVy6QLmHIQOjCoyMJqBq3n0Am5gBZIPdngs3MBYcE/lAoYUhjsAD7PhMYGgVgEVC4JENcVFY1/XOwVZBqtZrBIoPXwBBZaHDT4DAwTPLKviQvDUwNmg2MUEP06MNkhBnpGZrpmQWaKDs4QaOWg0GaQYlBAxh/5gwODB4MAQyhQFt7GDYx7GbYwxTL1MzUxdQDUcrECNUjzIACmKYCAB9pqrA=</latexit>

B(x?
�M ; 3|�M |)

<latexit sha1_base64="CMo/FQqhcd0sOr23FJaKEVhKcz0=">AAAC23ichVG/T9tAGH1xW0hDgdAulbqgRiBYogutAmoXlC4dITSARIJlmwNOOf+QfYmamkzdItaqAxOVGFC3rmVj6daJgT+h6hgklg797BghQAln+e7du+999937TE+KQDF2ntIePHw0NJx+nBl5Mjo2np14uhq4Dd/iFcuVrr9uGgGXwuEVJZTk657PDduUfM2sv4vO15rcD4TrfFAtj9dsY8cR28IyFFF6dro0UzXt8GNbD6tbXCpDn2tvVgNl+G9f7V0xe7N6NsfyLB6Td0EhATkkY8nN/kYVW3BhoQEbHA4UYQkDAX0bKIDBI66GkDifkIjPOdrIkLZBUZwiDGLrNO/QbiNhHdpHOYNYbdEtkn6flJOYYmfsmHXZL/ad/WH/+uYK4xxRLS1azZ6We/p45/nK5b0qm1aF3WvVAIVJ0f3fFGWUhKL6RZzTjp0Y7ILCNhbi1wtyw4uZyBerV1Hz09fuypvyVDjNvrG/5MghO2en5InTvLCOlnn5gBpauN2+u2B1Ll8o5ovLr3OLpaS1abzAS8xQ/+axiPdYQoVu3ccP/MSJVtM+ax1tvxeqpRLNM9wY2pf/oCiqeg==</latexit>

B(x?
�2 ; 3|�2|)

<latexit sha1_base64="hKVn8vC1a9NSpZIpkUu48q0rjcg=">AAAC23ichVG/T9tAGH2YUkJKS4AFiSUiAtElOhcUECwIFkZICCCR1LLNQU+cf8i+RIDJxBZlRQyditSh6ta13bqwMXXgT6g6UqkLA58dV1WLoGf57t2773333fssX4pQMXbdo/U+6XvanxnIPht8/mIoNzyyGXqNwOZV25NesG2ZIZfC5VUllOTbfsBNx5J8yzpYic+3mjwIheduqCOf1x1z3xV7wjYVUUZuanm6ZjnRYcuIartcKtPQW69roTKDxZmT38zJSyNXYEWWjPx9oKeggHSsebkr1LALDzYacMDhQhGWMBHStwMdDD5xdUTEBYREcs7RQpa0DYriFGESe0DzPu12UtalfZwzTNQ23SLpD0iZxyT7xj6wG3bJPrLv7PbBXFGSI67liFarq+W+MdQeq/z6r8qhVeHNH9UjCouiH35TnFESiusXSU4nceJxFxT2MJ+8XpAbfsLEvtjdiprH5zeVhfJkNMUu2A9y5B27Zl/JE7f5036/zstvqaH6v+27DzZfFfVSsbQ+W1haTlubwTgmME39m8MSVrGGKt3awSd8xhetrp1qba3TDdV6Us0o/hra2R2bcqp4</latexit>

B(x?
�1 ; 3|�1|)

<latexit sha1_base64="66PnU5wxwePS79174ijfE4d5TjA=">AAACu3ichVE7SwNBEJ6c73fURrARg2IV5kRUBEG0sfQVE4gh3F02umbvwd1eIAb/gKWNhTYKFuLPsLGzsvAniKWCjYVzmwPRkDjH3X777Xxzs9+YnuCBRHxJaB2dXd09vX39A4NDwyPJ0bH9wA19i2UsV7h+zjQCJrjDMpJLwXKezwzbFCxrVjai82yV+QF3nT1Z81jBNg4dXuaWIYnKHZSYkEbRLiZTmEYVU81Aj0EK4thyk09wACVwwYIQbGDggCQswICAnjzogOARV4A6cT4hrs4ZnEI/aUPKYpRhEFuh7yHt8jHr0D6qGSi1RX8R9PqknIIZfMY7fMdHvMdX/GpZq65qRL3UaDUbWuYVR84mdj//Vdm0Sjj6UbVRmJTd+k5RRUEo6p+rmrZyor0LEsqwrG7PyQ1PMZEvVqOj6snF++7Kzkx9Fm/wjRy5xhd8IE+c6od1u812Lmmg+t/xNYP9+bS+mF7cXkitrcej7YVJmIY5mt8SrMEmbEFGze0cLuFKW9Us7VgTjVQtEWvG4Vdo4Tfr0J4C</latexit>

�m

Fig. 3 Conceptual diagram of implicit graduated optimization for σm-nice function.

gree of smoothing of the objective function by stochastic noise in SGD is determined
by δ = ηC√

b
, it should be possible to construct an implicit graduated optimization

algorithm by decreasing the learning rate and/or increasing the batch size during
training. Building on this theoretical intuition, we propose a new implicit graduated
optimization algorithm. We also show that the algorithm for the σm-nice function
converges to an ϵ-neighborhood of the global optimal solution in O

(
1/ϵ2

)
rounds. In

Section 4.3, we show experimentally that our implicit graduated algorithm outper-
forms SGD using a constant learning rate and constant batch size. We also find that
methods which increase the batch size outperform those which decrease the learning
rate when the decay rate of the degree of smoothing is set at 1/

√
2.
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(A) sharpness vs degree of smoothing
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(B) test accuracy vs sharpness
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(C) test accuracy vs degree of smoothing

Fig. 4 (A) Sharpness versus degree of smoothing calculated from learning rate,
batch size, and the estimated variance of the stochastic gradient. (B) Test
accuracy after 200 epochs ResNet18 training on the CIFAR100 dataset versus
sharpness. (C) Test accuracy versus degree of smoothing. The color shading in
the scatter plots represents the batch size: the larger the batch size, the darker
the color of the plotted points. “lr” means learning rate.
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4. Relationship between degree of smoothing, sharpness, and generaliz-
ability (Section 5). To support our theory that simply using SGD for optimization
smoothes the objective function and that the degree of smoothing is determined by
δ = ηC/

√
b, we experimentally confirmed the relationship between the sharpness

of the function around the approximate solution to which the optimizer converges
and the degree of smoothing. We showed that the degree of smoothing is clearly
able to express the smoothness/sharpness of the function as well as the well-studied
“sharpness” indicator (Figure 4 (A)), and that there is a clear relationship between
generalization performance and the degree of smoothing; generalization performance
is clearly a concave function with respect to the degree of smoothing (Figure 4 (C)).
Our results follow up on a previous study [67] that found, through extensive experi-
ments, correlations between generalization performance and hyperparameters such as
the learning rate, but no correlation between it and sharpness.

Section 2. Preliminaries

2.1 Notations and Definitions

Let N be the set of nonnegative integers. For m ∈ N \ {0}, define [m] :=
{1, 2, . . . ,m}. Let Rd be a d-dimensional Euclidean space with inner product ⟨·, ·⟩,
which induces the norm ∥ · ∥. Id denotes a d × d identity matrix. B(y; r) is the Eu-
clidean closed ball of radius r centered at y, i.e., B(y; r) :=

{
x ∈ Rd : ∥x− y∥ ≤ r

}
.

Let N (µ; Σ) be a d-dimensional Gaussian distribution with mean µ ∈ Rd and vari-
ance Σ ∈ Rd×d. The DNN is parameterized by a vector x ∈ Rd, which is optimized
by minimizing the empirical loss function f(x) := 1

n

∑
i∈[n] fi(x), where fi(x) is the

loss function for x ∈ Rd and the i-th training data zi (i ∈ [n]). Let ξ be a random
variable that does not depend on x ∈ Rd, and let Eξ[X] denote the expectation with
respect to ξ of a random variable X. ξt,i is a random variable generated from the
i-th sampling at time t, and ξt := (ξt,1, ξt,2, . . . , ξt,b) is independent of (xk)

t
k=0 ⊂ R,

where b (≤ n) is the batch size. The independence of ξ0, ξ1, . . . allows us to define the
total expectation E as E = Eξ0Eξ1 · · ·Eξt . Let Gξt(x) be the stochastic gradient of
f(·) at x ∈ Rd. The mini-batch St consists of b samples at time t, and the mini-batch
stochastic gradient of f(xt) for St is defined as ∇fSt

(xt) :=
1
b

∑
i∈[b] Gξt,i(xt).

2.2 Assumptions and Lemma

We make the following assumptions:

Assumption 2.1
(A1) f : Rd → R is continuously differentiable and Lg-smooth, i.e., for all x,y ∈ Rd,

∥∇f(x)−∇f(y)∥ ≤ Lg∥x− y∥.
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(A2) f : Rd → R is an Lf -Lipschitz function, i.e., for all x,y ∈ Rd,

|f(x)− f(y)| ≤ Lf∥x− y∥.

(A3) Let (xt)t∈N ⊂ Rd be the sequence generated by SGD.
(i) For each iteration t,

Eξt [Gξt(xt)] = ∇f(xt).

(ii) There exists a nonnegative constant C2 such that

Eξt

[
∥Gξt(xt)−∇f(xt)∥2

]
≤ C2.

(A4) For each iteration t, SGD samples a mini-batch St ⊂ S and estimates the full
gradient ∇f as

∇fSt
(xt) :=

1

b

∑
i∈[b]

Gξt,i(xt) =
1

b

∑
{i : zi∈St}

∇fi(xt).

The following lemma is very important to our theory. The proof of Lemma 2.1 can
be found in Appendix C.

Lemma 2.1 Suppose that (A3)(ii) and (A4) hold for all t ∈ N; then,

Eξt

[
∥∇fSt(xt)−∇f(xt)∥2

]
≤ C2

b
.

2.3 Function Smoothing

Definition 2.1 (Smoothed function) Given a function f : Rd → R, define f̂δ : Rd →
R to be the function obtained by smoothing f as

f̂δ(x) := Eu∼L [f(x− δu)] ,

where δ > 0 represents the degree of smoothing and u is a random variable from a
any light-tailed distribution L with Eu∼L [∥u∥] ≤ 1. Also,

x⋆ := argmin
x∈Rd

f(x) and x⋆
δ := argmin

x∈Rd

f̂δ(x).

Note that, in the definition of the smoothed function f̂δ, [61] defined that the random
variable u follows a uniform distribution from the unit Euclidean ball. In contrast,
from experimental results in Section H, we define the random variable u to follow any
light-tailed distribution. Since the uniform distribution is a light-tailed distribution
(see Section I.3), our Definition 2.1 contains Definition 4.1 of [61] and does not conflict
with it. The graduated optimization algorithm uses several smoothed functions with
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different noise levels. There are a total of M noise levels (δm)m∈[M ] and smoothed

functions (f̂δm)m∈[M ] in this paper. The largest noise level is δ1 and the smallest

is δM (see also Figure 3). For all m ∈ [M ], (x̂
(m)
t )t∈N is the sequence generated by

an optimizer to minimize f̂δm . Here, this paper refers to the graduated optimization
approach with explicit smoothing operations (Definition 2.1) as “explicit graduated
optimization” and to the graduated optimization approach with implicit smoothing
operations as “implicit graduated optimization”. All previous studies (see Section 1.1)
have considered explicit graduated optimization, and we consider implicit graduated
optimization for the first time.
Finally, we present an example of function smoothing. Figure 5 plots the single-

variable Rastrigin function [68, 69] defined as in Equation (4) and its smoothed ver-
sion, computed according to definition 2.1 with Gaussian noise u ∼ N (0; 1)

(Rastrigin’s function) f(x) := x2 − 10 cos(2πx) + 10 (4)

3 2 1 0 1 2 3
x

0

5

10

15

20

25
f(x)
f (x) with = 0.2
f (x) with = 0.4
f (x) with = 0.7
f (x) with = 1.0
f (x) with = 3.0

Fig. 5 Original objective function f and smoothed function f̂δ computed using
degree of smoothing δ ∈ {0.2, 0.4, 0.7, 1.0, 3.0}.

Figure 5 shows that as δ increases, the function becomes smoother and the valleys

of the function gradually become less and less smooth. At δ = 1.0, function f̂δ is
completely convex.
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Section 3. SGD’s smoothing property

This section discusses the smoothing effect of using stochastic gradients. From
Lemma 2.1, we have

Eξt [∥ωt∥] ≤
C√
b
,

due to ωt := ∇fSt
(xt) − ∇f(xt). The ωt for which this equation is satisfied can

be expressed as ωt = C√
b
ut, where Eξt [∥ut∥] ≤ 1. Here, we assume that ωt in

image classification tasks with CNN-based models follows a light-tailed distribution
in accordance with experimental observations in several previous studies [70, 71] and

our experimental results (see Section I.4). Therefore, ωt ∼ L̂ and thereby ut ∼ L,
where L̂ and L are light-tailed distributions and L is a scaled version of L̂. Then,
using Definition 2.1, we further transform Equation (3) as follows:

Eωt [yt+1] = Eωt [yt]− η∇Eωt [f(yt − ηωt)]

= Eωt
[yt]− η∇Eut∼L

[
f

(
yt −

ηC√
b
ut

)]
= Eωt [yt]− η∇f̂ ηC√

b

(yt). (5)

This shows that Eωt
[f(yt − ηωt)] is a smoothed version of f with a noise level ηC/

√
b

and its parameter yt can be approximately updated by using the GD to minimize f̂ ηC√
b

.

Therefore, we can say that the degree of smoothing δ by the stochastic noise ωt in
SGD is determined by the learning rate η, the batch size b, and the variance of the
stochastic gradient C2 and that optimizing the function f with SGD and optimizing

the smoothed function f̂ ηC√
b

with GD are equivalent in the sense of expectation.

There are still more discoveries that can be made from the finding that simply by
using SGD for optimization, the objective function is smoothed and the degree of
smoothing is determined by δ = ηC/

√
b.

Why the Use of Large Batch Sizes Leads to Solutions Falling into Sharp
Local Minima. It is known that training with large batch sizes leads to a persistent
degradation of model generalization performance. In particular, [20] showed experi-
mentally that learning with large batch sizes leads to sharp local minima and worsens
generalization performance. According to Equation (5), using a large learning rate
and/or a small batch size will make the function smoother. Thus, in using a small
batch size, the sharp local minima will disappear through extensive smoothing, and
SGD can reach a flat local minimum. Conversely, when using a large batch size, the
smoothing is weak and the function is close to the original multimodal function, so
it is easy for the solution to fall into a sharp local minimum. Thus, we have theoret-
ical support for what [20] showed experimentally, and our experiments have yielded
similar results (see Figure 7 (a)).
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Why Decaying Learning Rates and Increasing Batch Sizes are Superior
to Fixed Learning Rates and Batch Sizes. From Equation (5), the use of a de-
caying learning rate or increasing batch size during training is equivalent to decreasing
the noise level of the smoothed function, so using a decaying learning rate or increas-
ing the batch size is an implicit graduated optimization. Thus, we can say that using
a decaying learning rate [72, 73, 74, 75] or increasing batch size [76, 77, 78, 79, 6, 80]
makes sense in terms of avoiding local minima and provides theoretical support for
their experimental superiority.

Section 4. Implicit Graduated Optimization

In this section, we construct an implicit graduated optimization algorithm that
varies the learning rate η and batch size b so that the degree of smoothing δ = ηC/

√
b

by stochastic noise in SGD gradually decreases and then analyze its convergence.

4.1 New theoretical findings on σ-nice function

In order to analyze the graduated optimization algorithm, Hazan et al. defined σ-
nice functions (see Definition I.1), a family of nonconvex functions that has favorable
conditions for a graduated optimization algorithm to converge to a global optimal
solution [61]. We define the following function, which is a slight extension of the
σ-nice function. See Appendix I for details on its extension.

Definition 4.1 (σm-nice function) Let M ∈ N, m ∈ [M ], and γ ∈ [0.5, 1). A func-
tion f : Rd → R is said to be σm-nice if the following two conditions hold:
(i) For all δm > 0 and all x⋆

δm
, there exists x⋆

δm+1
such that:∥∥∥x⋆

δm − x⋆
δm+1

∥∥∥ ≤ δm+1 := γδm.

(ii) For all δm > 0, the function f̂δm(x) over N(x⋆
δm

; 3δm) is σm-strongly convex.

The σ-nice property implies that optimizing the smoothed function f̂δm is a good

start for optimizing the next smoothed function f̂δm+1
, which has been shown to

be sufficient for graduated optimization [61]. We will take this route and consider
an implicit graduated optimization algorithm for σm-nice functions. One might still
think that the definition of the σm-nice function is not practical and that there is a
gap between theory and application. However, we can show that the commonly used
empirical loss function is a σm-nice function under certain assumptions (The proof of
Proposition 4.1 is in Appendix I.2).

Proposition 4.1 In the definition of the smoothed function (Definition 2.1), suppose
that u follows a standard Gaussian distribution. Then, the cross entropy loss is a
1-nice function and the mean squared error is a 2-nice function.

The cross entropy loss and mean squared error are the most common empirical loss
functions in classification and regression tasks, respectively, and Proposition 4.1 im-
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plies that they are σm-nice functions. This discovery opens up an unlimited range of
applications of graduated optimization in machine learning, and not only the theoret-
ical results that we will present, but all previous theoretical and experimental findings
on graduated optimization can be incorporated into machine learning through σm-nice
functions.

4.2 Analysis of Implicit Graduated Optimization

Algorithm 4.1 embodies the framework of implicit graduated optimization with
SGD for σm-nice functions, while Algorithm 4.2 is used to optimize each smoothed
function; it should be GD (see (5)). Note that our implicit graduated optimization
(Algorithm 4.1) is achieved by SGD with decaying learning rate and/or increasing
batch size.

Algorithm 4.1 Implicit Graduated Optimization

Require: ϵ,x1 ∈ B(x⋆
δ1
; 3δ1), η1 > 0, b1 ∈ [n], γ ≥ 0.5

δ1 = η1C√
b1
, α0 = min

{
1

16Lfδ1
, 1√

2σδ1

}
,M = logγ α0ϵ

for m = 1 to M + 1 do
if m ̸= M + 1 then

ϵm := σmδ2m/2, Tm := Hm/ϵm
κm/

√
λm = γ (κm ∈ (0, 1], λm ≥ 1)

end if
xm+1 := GD(Tm,xm, f̂δm , ηm)
ηm+1 := κmηm, bm+1 := λmbm
δm+1 := ηm+1C√

bm+1

end for
return xM+2

Algorithm 4.2 Gradient Descent

Require: Tm, x̂
(m)
1 , f̂δm , η > 0

for t = 1 to Tm do

x̂
(m)
t+1 := x̂

(m)
t − η∇f̂δm(xt)

end for
return x̂

(m)
Tm+1

From the definition of σm-nice function, the smoothed function f̂δm is σm-strongly
convex in B(x⋆

δm
; 3δm). Also, the learning rate used by Algorithm 4.2 to optimize

f̂δm should always be constant. Therefore, let us now consider the convergence of GD

with a constant learning rate for a σm-strongly convex function f̂δm . The proof of
Theorem 4.1 is in Appendix F.1.
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Theorem 4.1 (Convergence analysis of Algorithm 4.2) Suppose that f̂δm : Rd → R
is a σm-strongly convex and Lg-smooth and η < min

{
1

σm
, 2
Lg

}
. Then, the sequence

(x̂
(m)
t )t∈N generated by Algorithm 4.2 satisfies

min
t∈[T ]

f̂δm

(
x̂
(m)
t

)
− f̂δm(x⋆

δm) ≤ Hm

T
= O

(
1

T

)
, (6)

where Hm :=
9(1−σmη)δ2m

2η +
3Lfδm

η(2−Lgη)
is a nonnegative constant.

Theorem 4.1 shows that Algorithm 4.2 can reach an ϵm-neighborhood of the optimal

solution x⋆
δm

of f̂δm in approximately Tm := Hm/ϵm iterations. The next proposition
is crucial to the success of Algorithm 4.1 and guarantees the soundness of the σm-nice
function (The proof is in Appendix F.2).

Proposition 4.2 Let f be a σm-nice function and δm+1 := γδm. Suppose that γ ∈
[0.5, 1) and x1 ∈ B(x⋆

δ1
; 3δ1). Then for all m ∈ [M ], ∥xm − x⋆

δm
∥ < 3δm.

xm is the approximate solution obtained by optimization of the smoothed function

f̂δm−1
with Algorithm 4.2 and is the initial point of optimization of the next smoothed

function f̂δm . Therefore, Proposition 4.2 implies that γ ∈ [0.5, 1) must hold for the

initial point of optimization of f̂δm to be contained in the strongly convex region of

f̂δm . Therefore, from Theorem 4.1 and Proposition 4.2, if f is a σm-nice function and
x1 ∈ B(x⋆

δ1
; 3δ1) holds, the sequence (xm)m∈[M ] generated by Algorithm 4.1 never

goes outside of the σm-strongly convex region B(x⋆
δm

; 3δm) of each smoothed function

f̂δm (m ∈ [M ]) .
The next theorem guarantees the convergence of Algorithm 4.1 with the σm-nice

function (The proof of Theorem 4.2 is in Appendix F.3). Note that Theorem 4.2 pro-
vides a total complexity including those of Algorithm 4.1 and Algorithm 4.2, because
Algorithm 4.1 uses Algorithm 4.2 at each m ∈ [M ].

Theorem 4.2 (Convergence analysis of Algorithm 4.1) Let ϵ ∈ (0, 1) and f : Rd →
R be an Lf -Lipschitz σm-nice function. Suppose that we run Algorithm 4.1; then
after O

(
1/ϵ2

)
rounds, the algorithm reaches an ϵ-neighborhood of the global optimal

solution x⋆.

4.3 Numerical Results

Full experimental results and our code are in Appendix G. We compared four
types of SGD for image classification: 1. constant learning rate and constant batch
size, 2. decaying learning rate and constant batch size, 3. constant learning rate
and increasing batch size, 4. decaying learning rate and increasing batch size, in
training ResNet34 [81] on the ImageNet dataset [82] (Figure 6), ResNet18 on the
CIFAR100 dataset (Figure 8 in Appendix G), and WideResNet-28-10 [83] on the
CIFAR100 dataset (Figure 9 in Appendix G). Therefore, methods 2, 3, and 4 are our
Algorithm 4.1. All experiments were run for 200 epochs. In methods 2, 3, and 4,
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the noise decreased every 40 epochs, with a common decay rate of 1/
√
2. That is,

every 40 epochs, the learning rate of method 2 was multiplied by 1/
√
2, the batch

size of method 3 was doubled, and the learning rate and batch size of method 4 were
respectively multiplied by

√
3/2 and 1.5. Note that this 1/

√
2 decay rate is γ in

Algorithm 4.1 and it satisfies the condition in Proposition 4.2. The initial learning
rate was 0.1 for all methods, which was determined by performing a grid search
among [0.01, 0.1, 1.0, 10]. The noise reduction interval was every 40 epochs, which
was determined by performing a grid search among [10, 20, 25, 40, 50, 100]. A history
of the learning rate or batch size for each method is provided in the caption of each
figure.
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Fig. 6 Accuracy score for the testing and loss function value for training versus
the number of epochs in training ResNet34 on the ImageNet dataset. The solid
line represents the mean value, and the shaded area represents the maximum
and minimum over three runs. In method 1, the learning rate and batch size
were fixed at 0.1 and 256, respectively. In method 2, the learning rate was

decreased every 40 epochs as
[
0.1, 1

10
√

2
, 0.05, 1

20
√
2
, 0.025

]
and the batch size was

fixed at 256. In method 3, the learning rate was fixed at 0.1, and the batch
size was increased as [32, 64, 128, 256, 512]. In method 4, the learning rate was

decreased as
[
0.1,

√
3

20
, 0.075, 3

√
3

80
, 0.05625

]
and the batch size was increased as

[32, 48, 72, 108, 162].

For methods 2, 3, and 4, the decay rates are all 1/
√
2, and the decay intervals are

all 40 epochs, so throughout the training, the three methods should theoretically be
optimizing the exact same five smoothed functions in sequence. Nevertheless, the
local solutions reached by each of the three methods are not exactly the same. All
results indicate that method 3 is superior to method 2 and that method 4 is superior
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to method 3 in both test accuracy and training loss function values. This difference
can be attributed to the different learning rates used to optimize each smoothing
function. Among methods 2, 3, and 4, method 3, which does not decay the learning
rate, maintains the highest learning rate 0.1, followed by method 4 and method 2. In
all graphs, the loss function values are always small in that order; i.e., the larger the
learning rate is, the lower loss function values become. Therefore, we can say that the
noise level δ, expressed as ηC√

b
, needs to be reduced, while the learning rate η needs to

remain as large as possible. Alternatively, if the learning rate is small, then a large
number of iterations are required. Thus, for the same rate of change and the same
number of epochs, an increasing batch size is superior to a decreasing learning rate
because it can maintain a large learning rate and can be made to iterate a lot when
the batch size is small.
Theoretically, the noise level δm should gradually decrease and become zero at the

end, so in our Algorithm 4.1, the learning rate ηm should be zero at the end or the
batch size bm should match the number of data sets at the end. However, if the
learning rate is 0, training cannot proceed, and if the batch size is close to a full
batch, it is not feasible from a computational point of view. For this reason, the
experiments described in this paper are not fully graduated optimizations; i.e., full
global optimization is not achieved. In fact, the last batch size used by method 2 is
around 128 to 512, which is far from a full batch. Therefore, the solution reached in
this experiment is the optimal one for a function that has been smoothed to some
extent, and to achieve a global optimization of the DNN, it is necessary to increase
only the batch size to eventually reach a full batch, or increase the number of iterations
accordingly while increasing the batch size and decaying the learning rate.

Section 5. Relationship between degree of smoothing,

sharpness, and generalizability

The graduated optimization algorithm is a method in which the degree of smoothing
δ is gradually decreased. Let us consider the case where the degree of smoothing δ
is constant throughout the training. The following lemma shows the relationship
between the error of the original function value and that of the smoothed function
value.

Lemma 5.1 Let f̂δ be the smoothed version of f ; then, for all x ∈ Rd,∣∣∣f̂δ(x)− f(x)
∣∣∣ ≤ δLf .

Here, a larger degree of smoothing should be necessary to make many local optimal
solutions of the objective function f disappear and lead the optimizer to the global
optimal solution. On the other hand, Lemma 5.1 implies that the larger the degree
of smoothing is, the further away the smoothed function will be from the original
function. Therefore, there should be an optimal value for the degree of smoothing
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that balances the tradeoffs, because if the degree of smoothing is too large, the original
function is too damaged and thus cannot be optimized properly, and if it is too small,
the function is not smoothed enough and the optimizer falls into a local optimal
solution. This knowledge is useful because the degree of smoothing due to stochastic
noise in SGD is determined by the learning rate and batch size (see Section 3), so when
a constant learning rate and constant batch size are used, the degree of smoothing is
constant throughout the training.
The smoothness of the function, and in particular the sharpness of the function

around the approximate solution to which the optimizer converged, has been well
studied because it has been thought to be related to the generalizability of the model.
In this section, we reinforce our theory by experimentally observing the relationship
between the degree of smoothing and the sharpness of the function.
Several previous studies [19, 20, 84, 85, 67] have addressed the relationship between

the sharpness of the function around the approximate solution to which the optimizer
converges and the generalization performance of the model. In particular, the hypoth-
esis that flat local solutions have better generalizability than sharp local solutions is
at the core of a series of discussions, and several previous studies [20, 21, 22, 23, 24]
have developed measures of sharpness to confirm this. In this paper, we use “adaptive
sharpness” [24, 67] as a measure of the sharpness of the function that is invariant to
network reparametrization, highly correlated with generalization, and generalizes sev-
eral existing sharpness definitions. In accordance with [67], let S be a set of training
data; for arbitrary model weights w ∈ Rd, the worst-case adaptive sharpness with
radius ρ ∈ R and with respect to a vector c ∈ Rd is defined as

Sρ
max(w, c) := ES

[
max

∥δ⊙c−1∥p≤ρ
f(w + δ)− f(w)

]
,

where ⊙/−1 denotes elementwise multiplication/inversion. Thus, the larger the sharp-
ness value is, the sharper the function around the model weight w becomes, with a
smaller sharpness leading to higher generalizability.
We trained ResNet18 [81] with the learning rate η ∈ {0.01, 0.05, 0.1, 0.1} and batch

size b ∈ {21, . . . , 213} for 200 epochs on the CIFAR100 dataset [86] and then measured
the worst-case l∞ adaptive sharpness of the obtained approximate solution with radius
ρ = 0.0002 and c = (1, 1, . . . , 1)⊤ ∈ Rd. Our implementation was based on [67] and
the code used is available on our anonymous GitHub. Figure 7 plots the relationship
between measured sharpness and the batch size b and the learning rate η used for
training as well as the degree of smoothing δ calculated from them. Figure 7 also plots
the relationship between test accuracy, sharpness, and degree of smoothing. Three
experiments were conducted per combination of learning rate and batch size, with a
total of 156 data plots. The variance of the stochastic gradient C2 included in the
degree of smoothing δ = ηC/

√
b used values estimated from theory and experiment

(see Appendix B for details).
Figure 7 (a) shows that the larger the batch size is, the larger the sharpness value

becomes, whereas (b) shows that the larger the learning rate is, the smaller the
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Fig. 7 (a) Sharpness around the approximate solution after 200 epochs of
ResNet18 training on the CIFAR100 dataset versus batch size used. (b) Sharp-
ness versus learning rate used. (c) Sharpness versus degree of smoothing cal-
culated from learning rate, batch size, and estimated variance of the stochastic
gradient. (d) Test accuracy after 200 epochs training versus sharpness. (e) Test
accuracy versus degree of smoothing. The solid line represents the mean value,
and the shaded area represents the maximum and minimum over three runs. The
color shade in the scatter plots represents the batch size; the larger the batch
size, the darker the color of the plotted points. “lr” means learning rate. The
experimental results that make up the all graphs are all identical.

sharpness becomes, and (c) shows a greater the degree of smoothing for a smaller
sharpness. These experimental results guarantee the our theoretical result that the
degree of smoothing δ is proportional to the learning rate η and inversely proportional
to the batch size b, and they reinforce our theory that the quantity ηC/

√
b is the degree

of smoothing of the function. Figure 7 (d) also shows that there is no clear correlation
between the generalization performance of the model and the sharpness around the
approximate solution. This result is also consistent with previous study [67]. On
the other hand, Figure 7 (e) shows an excellent correlation between generalization
performance and the degree of smoothing; generalization performance is clearly a
concave function with respect to the degree of smoothing. Thus, a degree of smoothing
that is neither too large nor too small leads to high generalization performance. This
experimental observation can be supported theoretically (see Lemma 5.1). That is, if
the degree of smoothing is a constant throughout the training, then there should be an
optimal value for the loss function value or test accuracy; for the training of ResNet18
on the CIFAR100 dataset, for example, 0.1 to 1 was the desired value (see Figure 7
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(e)). For degrees of smoothing smaller than 0.1, the generalization performance is
not good because the function is not sufficiently smoothed so that locally optimal
solutions with sharp neighborhoods do not disappear, and the optimizer falls into
this trap. On the other hand, a degree of smoothing greater than 1 leads to excessive
smoothing and smoothed function becomes too far away from the original function to
be properly optimized; the generalization performance is not considered excellent. In
addition, the optimal combination of learning rate and batch size that practitioners
search for by using grid searches or other methods when training models can be said
to be a search for the optimal degree of smoothing. If the optimal degree of smoothing
can be better understood, the huge computational cost of the search could be reduced.
[67] observed the relationship between sharpness and generalization performance in

extensive experiments and found that they were largely uncorrelated, suggesting that
the sharpnesss may not be a good indicator of generalization performance and that
one should avoid blanket statements like “flatter minima generalize better”. Figure
7 (d) and (e) show that there is no correlation between sharpness and generaliza-
tion performance, as in previous study, while there is a correlation between degree
of smoothing and generalization performance. Therefore, we can say that degree of
smoothing may be a good indicator to theoretically evaluate generalization perfor-
mance, and it may be too early to say that “flatter minima generalize better” is
invalid.

Section 6. Conclusion

We proved that SGD with a mini-batch stochastic gradient has the effect of smooth-
ing the function, and the degree of smoothing is greater with larger learning rates and
smaller batch sizes. This shows theoretically that smoothing with large batch sizes
is makes it easy to fall into sharp local minima and that using a decaying learning
rate and/or increasing batch size is implicitly graduated optimization, which makes
sense in the sense that it avoids local optimal solutions. Building on these findings,
we proposed a new graduated optimization algorithm for a σm-nice function that uses
a decaying learning rate and increasing batch size and analyzed it. Our finding that
the commonly used empirical loss functions, i.e., the cross entropy loss and mean
squared error, are σm-nice functions will dramatically stimulate the application of
graduated optimization in machine learning. We also conducted experiments whose
results showed the superiority of our recommended framework for image classifica-
tion tasks on CIFAR100 and ImageNet. In addition, we observed that the degree of
smoothing of the function due to stochastic noise in SGD can express the degree of
smoothness of the function as well as sharpness does, and that the degree of smoothing
is a good indicator of the generalization performance of the model.
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A Derivation of Equation (3)

Let yt be the parameter updated by gradient descent (GD) and xt+1 be the pa-
rameter updated by SGD at time t, i.e.,

yt := xt − η∇f(xt),

xt+1 := xt − η∇fSt
(xt)

= xt − η(∇f(xt) + ωt).

Then, we have

xt+1 := xt − η∇fSt
(xt)

= (yt + η∇f(xt))− η∇fSt(xt)

= yt − ηωt, (7)

from ωt := ∇fSt
(xt)−∇f(xt). Hence,

yt+1 = xt+1 − η∇f(xt+1)

= yt − ηωt − η∇f(yt − ηωt).

By taking the expectation with respect to ωt on both sides, we have, from Eωt
[ωt] =

0,

Eωt
[yt+1] = Eωt

[yt]− η∇Eωt
[f(yt − ηωt)] ,

where we have used Eωt [∇f(yt − ηωt)] = ∇Eωt [f(yt − ηωt)], which holds for a Lip-
schitz continuous and differentiable f [87, Theorem 7.49]. In addition, from (7) and
Eωt

[ωt] = 0, we obtain

Eωt
[xt+1] = yt.

Therefore, on average, the parameter xt+1 of the function f arrived at by SGD

coincides with the parameter yt of the smoothed function f̂(yt) := Eωt [f(yt − ηωt)]
arrived at by GD.

B Estimation of variance of stochastic gradient

In Section 5, we need to estimate the variance C2 of the stochastic gradient in order
to plot the degree of smoothing δ = ηC/

√
b. In general, this is difficult to measure,

but several previous studies [88, 89] have provided the following estimating formula.

For some ϵ > 0, when training until 1
T

∑T
k=1 E

[
∥∇f(xk)∥2

]
≤ ϵ2, the variance of the

stochastic gradient can be estimated as

C2 <
b⋆ϵ2

η
,
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where b⋆ is the batch size that minimizes the amount of computation required for
training and η is learning rate used in training. We determined the stopping condition
ϵ for each learning rate, measured the batch size that minimized the computational
complexity required for the gradient norm of the preceding t steps at time t to average
less than ϵ in training ResNet18 on the CIFAR100 dataset, and estimated the variance
of the stochastic gradient by using an estimation formula (see Table 1). Table 2 shows
the results of a similar experiment for the training WideResNet(WRN)-28-10 on the
CIFAR100 dataset.

Table 1 Learning rate η and threshold
ϵ used for training, measured optimal
batch size b⋆ and estimated variance of
the stochastic gradient C2 in training
ResNet18 on the CIFAR100 dataset.

η ϵ b⋆ C2

0.01 1.0 27 12800
0.05 0.5 29 1280
0.1 0.5 210 1280
0.5 0.5 210 256

Table 2 Learning rate η and threshold
ϵ used for training, measured optimal
batch size b⋆ and estimated variance of
the stochastic gradient C2 in training
WRN-28-10 on the CIFAR100 dataset.

η ϵ b⋆ C2

0.01 1.0 22 400
0.05 0.5 22 20
0.1 0.5 22 10
0.5 0.5 22 2
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C Proofs of the Lemmas

C.1 Proof of Lemma 2.1

(Proof) (A3)(ii) and (A4) guarantee that

Eξt

[
∥∇fSt

(xt)−∇f(xt)∥2
]
= Eξt

∥∥∥∥∥1b
b∑

i=1

Gξt,i(xt)−∇f(xt)

∥∥∥∥∥
2


= Eξt

∥∥∥∥∥1b
b∑

i=1

Gξt,i(xt)−
1

b

b∑
i=1

∇f(xt)

∥∥∥∥∥
2


= Eξt

∥∥∥∥∥1b
b∑

i=1

(
Gξt,i(xt)−∇f(xt)

)∥∥∥∥∥
2


=
1

b2
Eξt

∥∥∥∥∥
b∑

i=1

(
Gξt,i(xt)−∇f(xt)

)∥∥∥∥∥
2


=
1

b2
Eξt

[
b∑

i=1

∥∥Gξt,i(xt)−∇f(xt)
∥∥2]

≤ C2

b
.

This completes the proof. (Q.E.D.)

C.2 Proof of Lemma 5.1

(Proof) From Definition 2.1 and (A2), we have, for all x,y ∈ Rd,∣∣∣f̂δ(x)− f(x)
∣∣∣ = |Eu [f(x− δu)]− f(x)|

= |Eu [f(x− δu)− f(x)]|
≤ Eu [|f(x− δu)− f(x)|]
≤ Eu [Lf∥(x− δu)− x∥]
= δLfEu [∥u∥]
≤ δLf .

This completes the proof. (Q.E.D.)

D Lemmas on smoothed function

The following Lemmas concern the properties of smoothed functions f̂δ.
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Lemma D.1 Suppose that (A1) holds; then, f̂δ defined by Definition 2.1 is also Lg-
smooth; i.e., for all x,y ∈ Rd,∥∥∥∇f̂δ(x)−∇f̂δ(y)

∥∥∥ ≤ Lg∥x− y∥.

(Proof) From Definition 2.1 and (A1), we have, for all x,y ∈ Rd,∥∥∥∇f̂δ(x)−∇f̂δ(y)
∥∥∥ = ∥∇Eu [f(x− δu)]−∇Eu [f(y − δu)]∥

= ∥Eu [∇f(x− δu)]− Eu [∇f(y − δu)]∥
= ∥Eu [∇f(x− δu)−∇f(y − δu)]∥
≤ Eu [∥∇f(x− δu)−∇f(y − δu)∥]
≤ Eu [Lg ∥(x− δu)− (y − δu)∥]
= Eu [Lg ∥x− y∥]
= Lg∥x− y∥.

This completes the proof. (Q.E.D.)

Lemma D.2 Suppose that (A2) holds; then f̂δ is also an Lf -Lipschitz function; i.e.,
for all x,y ∈ Rd, ∣∣∣f̂δ(x)− f̂δ(y)

∣∣∣ ≤ Lf∥x− y∥.

(Proof) From Definition 2.1 and (A2), we have, for all x,y ∈ Rd,∣∣∣f̂δ(x)− f̂δ(y)
∣∣∣ = |Eu [f(x− δu)]− Eu [f(y − δu)]|

= |Eu [f(x− δu)− f(y − δu)]|
≤ Eu [|f(x− δu)− f(y − δu)|]
≤ Eu [Lf∥(x− δu)− (y − δu)∥]
= Eu [Lf ∥x− y∥]
= Lf∥x− y∥.

This completes the proof. (Q.E.D.)
Lemmas D.1 and D.2 imply that the Lipschitz constants Lf of the original function

f and Lg of ∇f are taken over by the smoothed function f̂δ and its gradient ∇f̂δ for
all δ ∈ R.
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E Lemmas used in the proofs of the theorems

Lemma E.1 Suppose that f̂δm : Rd → R is σm-strongly convex and x̂
(m)
t+1 := x̂

(m)
t −

ηtgt. Then, for all t ∈ N,

f̂δm(x̂
(m)
t )− f̂δm(x⋆) ≤ 1− σmηt

2ηt
Xt −

1

2ηt
Xt+1 +

ηt
2
∥gt∥2,

where gt := ∇f̂δm(x̂
(m)
t ), Xt := ∥x̂(m)

t − x⋆
δm

∥2, and x⋆
δm

is the global minimizer of

f̂δm . (Proof) Let t ∈ N. The definition of x̂
(m)
t+1 guarantees that

∥x̂(m)
t+1 − x⋆∥2 = ∥(x̂(m)

t − ηtgt)− x⋆∥2

= ∥x̂(m)
t − x⋆∥2 − 2ηt⟨x̂(m)

t − x⋆
δm , gt⟩+ η2t ∥gt∥2.

From the σm-strong convexity of f̂δm ,

∥x̂(m)
t+1 − x⋆

δm∥2 ≤ ∥x̂(m)
t − x⋆

δm∥2 + 2ηt

(
f̂δm(x⋆

δm)− f̂δm(x̂
(m)
t )− σm

2
∥x̂(m)

t − x⋆
δm∥2

)
+ η2t ∥gt∥2.

Hence,

f̂δm(x̂
(m)
t )− f̂δm(x⋆

δm) ≤ 1− σmηt
2ηt

∥x̂(m)
t − x⋆

δm∥2 − 1

2ηt
∥x̂(m)

t+1 − x⋆
δm∥2 + ηt

2
∥gt∥2.

This completes the proof. (Q.E.D.)

Lemma E.2 Suppose that f̂δm : Rd → R is Lg-smooth and x̂
(m)
t+1 := x̂

(m)
t −ηtgt. Then,

for all t ∈ N,

ηt

(
1− Lgηt

2

)
∥∇f̂δm(x̂

(m)
t )∥2 ≤ f̂δm(x̂

(m)
t )− f̂δm(x̂

(m)
t+1).

where gt := ∇f̂δm(x̂
(m)
t ) and x⋆

δm
is the global minimizer of f̂δm . (Proof) From the

Lg-smoothness of the f̂δm and the definition of x̂
(m)
t+1, we have, for all t ∈ N,

f̂δm(x̂
(m)
t+1) ≤ f̂δm(x̂

(m)
t ) + ⟨∇f̂δm(x̂

(m)
t ), x̂

(m)
t+1 − x̂

(m)
t ⟩+ Lg

2
∥x̂(m)

t+1 − x̂
(m)
t ∥2

= f̂δm(x̂
(m)
t )− ηt⟨∇f̂δm(x̂

(m)
t ), gt⟩+

Lgη
2
t

2
∥gt∥2

≤ f̂δm(x̂
(m)
t )− ηt

(
1− Lgηt

2

)
∥∇f̂δm(x̂

(m)
t )∥2.

Therefore, we have

ηt

(
1− Lgηt

2

)
∥∇f̂δm(x̂

(m)
t )∥2 ≤ f̂δm(x̂

(m)
t )− f̂δm(x̂

(m)
t+1).

This completes the proof. (Q.E.D.)
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Lemma E.3 Suppose that f̂δm : Rd → R is Lg-smooth, x̂
(m)
t+1 := x̂

(m)
t − ηtgt, and

ηt := η < 2
Lg

. Then, for all t ∈ N,

1

T

T∑
t=1

∥gt∥2 ≤ 6Lfδm
η (2− Lgη)T

,

where gt := ∇f̂δm(x̂
(m)
t ) and x⋆

δm
is the global minimizer of f̂δm . (Proof) According

to Lemma E.2, we have

η

(
1− Lgη

2

)
∥∇F (x

(m)
t )∥2 ≤ f̂δm(x̂

(m)
t )− f̂δm(x̂

(m)
t+1).

Summing over t, we find that

η

(
1− Lgη

2

)
1

T

T∑
t=1

∥∇f̂δm(x̂
(m)
t )∥2 ≤

f̂δm(x̂
(m)
1 )− f̂δm(x̂

(m)
T+1)

T
.

Hence, from η < 2
Lg

,

1

T

T∑
t=1

∥gt∥2 =
2
(
f̂δm(x̂

(m)
1 )− f̂δm(x⋆

δm
)
)

η (2− Lgη)T
.

Here, from the Lf -Lipschitz continuity of f̂δm ,

f̂δm(x̂
(m)
1 )− f̂δm(x⋆

δm) ≤ Lf∥x̂(m)
1 − x⋆

δm∥
≤ 3Lfδm,

where we have used x
(m)
1 ∈ B(x⋆

δm
; 3δm). Therefore, we have

1

T

T∑
t=1

∥gt∥2 =
6Lfδm

η (2− Lgη)T
.

This completes the proof. (Q.E.D.)

F Proof of the Theorems and Propositions

F.1 Proof of Theorem 4.1

(Proof) Lemma E.1 guarantees that

f̂δm(x̂
(m)
t )− f̂δm(x⋆

δm) ≤ 1− σmηt
2ηt

Xt −
1

2ηt
Xt+1 +

ηt
2
∥gt∥2

=
1− σmη

2η
(Xt −Xt+1)−

σm

2
Xt+1 +

η

2
∥gt∥2.
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From η < min
{

1
σm

, 2
Lg

}
and Lemma E.3, by summing over t we find that

1

T

T∑
t=1

(
f̂δm(x̂

(m)
t )− f̂δm(x⋆

δm)
)
≤ 1− σmη

2ηT
(X1 −XT+1)−

σm

2T

T∑
t=1

Xt+1

+
η

2T

T∑
t=1

∥gt∥2

≤ 1− σmη

2ηT
X1 +

η

2T

T∑
t=1

∥gt∥2

≤ 9 (1− σmη) δ2m
2η︸ ︷︷ ︸

=:H1

1

T
+

3Lfδm
η (2− Lgη)︸ ︷︷ ︸

=:H2

1

T

= (H1 +H2)︸ ︷︷ ︸
=:Hm

1

T

=
Hm

T
,

where we have used X1 := ∥x̂(m)
1 − x⋆

δm
∥2 ≤ 9δ2m and Hm > 0 is a nonnegative

constant. From the convexity of F ,

f̂δm

(
1

T

T∑
t=1

x̂
(m)
t

)
≤ 1

T

T∑
t=1

f̂δm(x̂
(m)
t ).

Hence,

f̂δm

(
1

T

T∑
t=1

x̂
(m)
t

)
− f̂δm(x⋆

δm) ≤ Hm

T
= O

(
1

T

)
.

In addition, since the minimum value is smaller than the mean, we have

min
t∈[T ]

(
f̂δm

(
x̂
(m)
t

)
− f̂δm(x⋆

δm)
)
≤ Hm

T
= O

(
1

T

)
.

This completes the proof. (Q.E.D.)

F.2 Proof of Proposition 4.2

(Proof) This proposition can be proved by induction. Since we assume x1 ∈
N(x⋆

δ1
; 3δ1), we have

∥x1 − x⋆
δ1∥ < 3δ1,
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which establishes the case of m = 1. Now let us assume that the proposition holds
for any m > 1. Accordingly, the initial point xm for the optimization of the m-th

smoothed function f̂δm and its global optimal solution x⋆
δm

are both contained in the
its σm-strongly convex region N(x⋆

δm
; 3δm). Thus, after Tm := Hm/ϵm iterations, Al-

gorithm 4.2 (GD) returns an approximate solution x̂
(m)
Tm+1 =: xm+1, and the following

holds from Theorem 4.1:

f̂δm(xm+1)− f̂δm(x⋆
δm) ≤ Hm

Tm
= ϵm :=

σmδ2m
2

=
σmδ2m+1

2γ2
.

Hence, from the σm-strongly convexity of f̂δm ,

σm

2
∥xm+1 − x⋆

δm∥2 ≤
σmδ2m+1

2γ2
, i.e., ∥xm+1 − x⋆

δm∥ ≤ δm+1

γ

Therefore, from the σm-niceness of f and γ ∈ [0.5, 1),

∥xm+1 − x⋆
δm+1

∥ ≤ ∥xm+1 − x⋆
δm∥+ ∥x⋆

δm − x⋆
δm+1∥

≤ δm+1

γ
+ (|δm| − δm+1)

=
δm+1

γ
+

(
δm+1

γ
− δm+1

)
=

(
2

γ
− 1

)
δm+1

≤ 3δm+1.

This completes the proof. (Q.E.D.)

F.3 Proof of Theorem 4.2

The following proof uses the technique presented in [61]. (Proof) According to

δm+1 := ηm+1C√
bm+1

and κm√
λm

= γ, we have

δm+1 :=
ηm+1C√
bm+1

=
κmηmC√
λm

√
bm

=
κm√
λm

δm

= γδm.
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Therefore, from M := logγ(α0ϵ) + 1 and δ1 := η1C√
b1

δM = δ1γ
M−1

= δ1α0ϵ

=
η1Cα0ϵ√

b1
.

According to Theorem 4.1,

E
[
f̂δM (xM+1)− f̂δM (x⋆

δM )
]
≤ ϵM

= σMδ2M

=

(√
σMη1Cα0ϵ√

b1

)2

From Lemmas D.2 and 5.1,

f(xM+2)− f(x⋆) =
{
f(xM+2)− f̂δM (xM+2)

}
+
{
f̂δM (x⋆)− f(x⋆)

}
+
{
f̂δM (xM+2)− f̂δM (x⋆)

}
≤
{
f(xM+2)− f̂δM (xM+2)

}
+
{
f̂δM (x⋆)− f(x⋆)

}
+
{
f̂δM (xM+2)− f̂δM (x⋆

δM )
}

≤ δMLf + δMLf +
{
f̂δM (xM+2)− f̂δM (x⋆

δM )
}

= 2δMLf +
{
f̂δM (xM+2)− f̂δM (xM+1)

}
+
{
f̂δM (xM+1)− f̂δM (x⋆

δM )
}

≤ 2δMLf + Lf ∥xM+2 − xM+1∥+
{
f̂δM (xM+1)− f̂δM (x⋆

δM )
}
.

Then, we have

f(xM+2)− f(x⋆) ≤ 2δMLf + 6LfδM + ϵM

= 8LfδM + ϵM ,

where we have used ∥xM+2 − xM+1∥ ≤ 6δM since xM+2,xM+1 ∈ N(x⋆; 3δM ).
Therefore,

f(xM+2)− f(x⋆) ≤ 8Lfη1Cα0ϵ√
b1

+

(√
σMη1Cα0ϵ√

b1

)2

≤ 8Lfη1Cα0ϵ√
b1

+

(√
ση1Cα0ϵ√

b1

)2

≤ ϵ,
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where we have used α0 := min
{ √

b1
16Lfη1C

,
√
b1√

2ση1C

}
.

Let Ttotal be the total number of queries made by Algorithm 4.1; then,

Ttotal =

M+1∑
m=1

Hm

ϵm
=

M+1∑
m=1

Hm

σδ2m
.

Here, from the proof of Theorem 4.1 (see Section F.1), we define H4 > 0 as follows:

Hm :=
9(1− σmη)δ2m

2η
+

3Lfδm
η(2− Lgη)

≤ 9(1− σ1η)δ
2
1

2η
+

3Lfδ1
η(2− Lgη)

=: H4

Thus, from δM = δ1α0ϵ,

Ttotal =

M+1∑
m=1

Hm

σmδ2m
≤ H4

M+1∑
m=1

1

σmδ2m
≤ H4

M+1∑
m=1

1

σ1δ2M
=

H4(M + 1)

σ1δ2M

=
H4(M + 1)

σ1δ21α
2
0ϵ

2
= O

(
1

ϵ2

)
.

This completes the proof. (Q.E.D.)

G Full Experimental Results

The experimental environment was as follows: NVIDIA GeForce RTX 4090×2GPU
and Intel Core i9 13900KF CPU. The software environment was Python 3.10.12,
PyTorch 2.1.0 and CUDA 12.2. The code is available at https://anonymous.4open.
science/r/new-sigma-nice.

https://anonymous.4open.science/r/new-sigma-nice
https://anonymous.4open.science/r/new-sigma-nice
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Fig. 8 Accuracy score for testing and loss function value for training versus
the number of epochs (left) and the number of parameter updates (right)
in training ResNet18 on the CIFAR100 dataset. The solid line represents the
mean value, and the shaded area represents the maximum and minimum over
three runs. In method 1, the learning rate and the batch size were fixed
at 0.1 and 128, respectively. In method 2, the learning rate decreased ev-

ery 40 epochs as
[
0.1, 1

10
√
2
, 0.05, 1

20
√

2
, 0.025

]
and the batch size was fixed at

128. In method 3, the learning rate was fixed at 0.1, and the batch size
was increased as [16, 32, 64, 128, 256]. In method 4, the learning rate was de-

creased as
[
0.1,

√
3

20
, 0.075, 3

√
3

80
, 0.05625

]
and the batch size was increased as

[32, 48, 72, 108, 162].
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Fig. 9 Accuracy score for testing and loss function value for training versus
the number of epochs (left) and the number of parameter updates (right) in
training WideResNet-28-10 on the CIFAR100 dataset. The solid line represents
the mean value, and the shaded area represents the maximum and minimum
over three runs. In method 1, the learning rate and batch size were fixed at
0.1 and 128, respectively. In method 2, the learning rate was decreased ev-

ery 40 epochs as
[
0.1, 1

10
√
2
, 0.05, 1

20
√

2
, 0.025

]
and the batch size was fixed at

128. In method 3, the learning rate was fixed at 0.1, and the batch size was
increased as [8, 16, 32, 64, 128]. In method 4, the learning rate was decreased as[
0.1,

√
3

20
, 0.075, 3

√
3

80
, 0.05625

]
and the batch size was increased as [8, 12, 18, 27, 40].
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H Discussion on the definition of the smoothed function

Recall the general definition of the smoothing of the function.

Definition H.1 Given a function f : Rd → R, define f̂δ : Rd → R to be the function
obtained by smoothing f as

f̂δ(x) := E
u∼N

(
0; 1√

d
Id

) [f(x− δu)] ,

where δ > 0 represents the degree of smoothing and u is a random variable from a
Gaussian distribution.

What probability distribution the random variable u ∈ Rd follows in the definition
of smoothed function varies in the literature. [34, 59, 90] assumes a Gaussian distribu-
tion, while [61] assumes a uniform distribution for the sake of theoretical analysis. So
what probability distribution the random variable u should follow in order to smooth
the function? This has never been discussed.
It is difficult to confirm from a strictly theoretical point of view whether the func-

tion f̂δ obtained by using a random variable u that follows a certain probability
distribution is smoother than the original function f (more precisely, it is possible
with a Gaussian distribution). Therefore, we smoothed a very simple nonconvex
function with random variables following several major probability distributions and
compared it with the original function. We deal with one-dimensional Rastrigin’s
function [68, 69] and Drop-Wave function [91] defined as follows:

(Rastrigin’s function) f(x) := x2 − 10 cos(2πx) + 10, (8)

(Drop-Wave function) f(x) := −1 + cos(12πx)

0.5x2 + 2
. (9)

We smooth the above functions in accordance with Definition 2.1 using random
variables following light-tailed distributions: Gaussian, uniform, exponential, and
Rayleigh, and heavy-tailed distributions: Pareto, Cauchy, and Levy. We have added
the code for this smoothing experiment to our anonymous GitHub. For more informa-
tion on the parameters of each probability distribution, please see there. First, Figure
10 plots the Rastrigin’s function and its smoothed version with a degree of smoothing
of δ = 0.5, using a random variable that follows several probability distributions.
Figures 10 shows that smoothing using random variable from light-tailed distribu-

tions works, while smoothing using random variable from heavy-tailed distributions
does not. The reason for this is thought to be that extremely large values tend to
appear in heavy-tailed distributions, and the function values are not stable.
Next, Figure 11 plots the Drop-Wave function and its smoothed version with a de-

gree of smoothing of δ = 0.5, using a random variable that follows several probability
distributions.
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Fig. 10 Rastrigin’s function (8) and its smoothed version using random variables
following a light-tailed distribution (left) and heavy-tailed distribution (right).
The degree of smoothing is set to 0.5. Note that right graph has the logarithmic
vertical axis with a base of 10.
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Fig. 11 Drop-Wave function (9) and its smoothed version using random vari-
ables following a light-tailed distribution (left) and heavy-tailed distribution
(right). The degree of smoothing is set to 0.5.

Figure 11 shows that, in contrast to Figure 10, the heavy-tailed distribution suc-
cessfully smooths the function as well as the light-tailed distribution. The reason
for this lies in the definition of the Drop-Wave function. The Drop-Wave function
has an x2 term in its denominator, which prevents the function value from exploding
even when the heavy-tailed distribution provides extremely large values, and thus the
smoothing works.
In smoothing of the function, random variables have been defined to follow pri-

marily a Gaussian distribution (see Definition H.1), but these experimental results
motivate us to extend it from a Gaussian distribution to a light-tailed distribution
(see Definition 2.1). Note that we also provide the interesting finding that, depend-
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ing on the definition of the original function, random variables from heavy-tailed
distributions can also be useful for smoothing.

I Discussion on σm-nice function

I.1 Extension from σ-nice function to σm-nice function

Hazan et al., proposed σ-nice function to analyze graduated optimization algorithm.

Definition I.1 (σ-nice function [61]) Let M ∈ N and m ∈ [M ]. A function f : Rd →
R is said to be σ-nice if the following two conditions hold:
(i) For all δm > 0 and all x⋆

δm
, there exists x⋆

δm+1
such that:

∥∥∥x⋆
δm − x⋆

δm+1

∥∥∥ ≤ δm+1 :=
δm
2
.

(ii) For all δm > 0, the function f̂δm(x) over N(x⋆
δm

; 3δm) is σ-strongly convex.

Recall our σm-nice function (Definition 4.1).

Definition I.2 (σm-nice function) Let M ∈ N, m ∈ [M ], and γ ∈ [0.5, 1). A function
f : Rd → R is said to be σm-nice if the following two conditions hold:
(i) For all δm > 0 and all x⋆

δm
, there exists x⋆

δm+1
such that:∥∥∥x⋆

δm − x⋆
δm+1

∥∥∥ ≤ δm+1 := γδm.

(ii) For all δm > 0, the function f̂δm(x) over N(x⋆
δm

; 3δm) is σm-strongly convex.

In condition (i), we extended the decay rate of the degree of smoothing from a
constant 0.5 to a constant γ ∈ [0.5, 1). See Proposition 4.2 for the soundness of this

extension. In condition (ii), f̂δm was always defined to be σ-strongly convex in the
definition of σ-nice function, which is a rather strong assumption. In fact, the greater

the degree of smoothing δm is, the smoother the smoothed function f̂δm becomes and
the smaller the strong convexity parameter may be. Here, let σsmall be a strongly
convexity parameter of f and 0 < σsmall < σbig, then the function f is not σbig-
strongly convex function. Therefore, the strongly convexity parameter should depend
on the degree of smoothing δm and we extend the strongly convexity parameter to
σm from σ.

I.2 Proof of Proposition 4.1

(Proof) First, we consider the cross entropy loss. Let xi ∈ Rd (i ∈ [n]) be the i-th
training data, yi ∈ Rc be the i-th label (one-hot vector), and f(xi) be the i-th output
of the model, where d is the number of model parameters, c is the number of classes,
and n is the number of training data. Assume that the output elements f(xi)

(j) ∈ R
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(j ∈ [c]) are normalized to (0, 1] by using a softmax function. In this case, the cross
entropy loss can be expressed as

LCEL :=
1

n

∑
i∈[n]

LCEL
i , where LCEL

i := − log f(xi)
(yhot

i ),

where yhoti is an index with element 1 of label yi, and f(xi)
(yhot

i ) ∈ R is an element
of f(xi) corresponding to that index yhoti . Therefore, we can consider the following
function:

g(x) := − log x (0 < x ≤ 1).

Recall the definition of the smoothed function with a Gaussian u,

ĝδ(x) := Eu∼N(0;1)[g(x− δu)].

From the Taylor expansion, we have

− log(x− δu) ≈ − log x+
δu

x
+

δ2u2

2x2
.

Hence,

ĝδ(x) := E [− log(x− δu)] = − log x+
δ2

2x2
,

where we use E[u] = 0,E[u2] = 1.
First, both g and ĝδ are functions have a global minimum at x = 1, i.e., x⋆ = 1

and x⋆
δ = 1 for all δ. Thus, the first σm-nice condition is satisfied. Next, since

g′′(x) = 1
x2 ≥ 1 and ĝ′′δ (x) =

1
x2 + 3δ2

x4 ≥ 1 hold, both g and ĝδ are 1-strongly convex.

Thus, the σm-nice second condition is also satisfied. Therefore, g i.e., LCEL
i is a 1-nice

function. Since cross entropy loss LCEL is the average of n functions LCEL
i , LCEL is

also a 1-nice function. This completes the proof for the cross entropy loss.
Next, we consider the mean squared error. Let ŷi be the i-th output of the model,

yi be the i-th true value, and n be the number of training data. Then, the mean
squared error can be expressed as

LMSE :=
1

n

∑
i∈[n]

LMSE
i , where LMSE

i := (ŷi − yi)
2.

Therefore, we can consider the following function:

h(x) := x2.
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From the definition of the smoothed function with Gaussian u, we have

ĥδ(x) := Eu∼N (0;1)[h(x− δu)]

= Eu∼N (0;1)[(x− δu)2]

= x2 − 2δEu[u] + δ2Eu[u
2]

= x2 + δ2,

where we use E[u] = 0,E[u2] = 1.

First, both h and ĥδ are functions that have a global minimum at x = 0, i.e.,
x⋆ = 0 and x⋆

δ = 0 for all δ. Thus, the first σm-nice condition is satisfied. Next,

since h′′(x) = 2 and ĥ′′
δ (x) = 2 hold, both h and ĥδ are 2-strongly convex. Thus,

the second σm-nice condition is also satisfied. Therefore, the function h i.e., LMSE
i is

a 1-nice function. Since the mean squared error LMSE is the average of n functions
LMSE
i , LMSE is also a 2-nice function. This completes the proof for the mean squared

error. (Q.E.D.)

I.3 Discussion on the light-tailed distribution

According to [92, Definition 3.1], the light-tailed distribution is defined as follows:

Definition I.3 (light-tailed distribution) A random variable X is said to be light-
tailed if there exists a c0 > 0 such that E [exp(λX)] < ∞ for all |λ| < c0.

This definition implies that the probability density function of the light-tailed distri-
bution decreases exponentially at the tail. The definition of function smoothing in
the previous study [61, Definition 4.1] used a random variable that follows a uniform
distribution. We can show that the uniform distribution is light-tailed distribution.

Proposition I.1 The uniform distribution is light-tailed distribution.

(Proof) Let X be a random variable which follows uniform distribution over the
interval [a, b], where a, b ∈ R (a ≤ b). Then, the probability density function fX(x) is
defined as follows:

fX(x) =

{
1

b−a , if x ∈ [a, b],

0, otherwise.

For all λ ∈ R \ {0}, we have

E
[
eλX

]
=

∫ b

a

eλxfX(x)dx =
1

b− a

∫ b

a

eλxdx =
1

b− a
· 1
λ

[
eλx
]b
a
=

1

λ(b− a)

(
eλb − eλa

)
.

When λ = 0, we have

E
[
eλX

]
= E

[
e0
]
= 1.

Therefore, for all λ ∈ R, we obtain E
[
eλX

]
< ∞. (Q.E.D.)
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I.4 Distribution of SGD’s stochastic noise

We collected 1000 each of stochastic noise ωt := ∇fSt
(xt) − ∇f(xt) and tested

whether each element follows a light-tailed distribution. They were collected at the
point where ResNet18 had been trained on the CIFAR100 dataset (10,000 steps). The
code used in this experiment is available on our anonymous GitHub. ResNet18 has
about 11M parameters, so ωt form an 11M-dimentional vector. Figure 12 plots the
results for the ωt elements from dimension 0 to dimension 100,000. Figure 13 present
the results for all elements. These results demonstrate that the SGD’s stochastic noise
ωt follows a light-tailed distribution.

Fig. 12 Distribution of 1000 ωt elements from 0 to 100,000 dimensions.
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Fig. 13 Complete results for distribution of 1000 ωt elements. The distribution
is plotted separately for each 100,000 dimensions.
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