EVALUATION OF FIXED POINT QUASICONVEX
SUBGRADIENT METHOD WITH COMPUTATIONAL
INEXACTNESS

KAZUHIRO HISHINUMA AND HIDEAKI IIDUKA

ABSTRACT. This paper considers constrained quasiconvex optimization
problems and discusses the convergence of the fixed point quasiconvex
subgradient method when errors and noise appear in the computation.
For this aim, we propose an extension of the fixed point quasiconvex
subgradient method that takes into account computational inexactness.
The main theorem presented in this paper extends the range of the ex-
isting theorem on the exact fixed point quasiconvex subgradient method
to cases with inexact parameters.

1. INTRODUCTION

This paper considers constrained quasiconvex optimization problems, in
particular, for when the constraint set is expressed as the fixed point set of
some nonexpansive mapping.

One of the most important instances of quasiconvex objective functionals
is the fractional functional [5, 6, 11]. This functional is expressed as a frac-
tional of two functionals and is used for modeling ratio indicators, such as
the debt/equity in financial and corporate planning, inventory /sales and out-
put/employee in production planning, and cost/patient and nurse/patient
ratios in healthcare and hospital planning [11]. Solving problems in these
applications is the main motivation behind this paper.

Let us survey the existing studies. Kiwiel proposed the quasiconvex sub-
gradient method for solving constrained quasiconvex optimization problems
[7]. This method uses a subgradient, which is defined as a normalized normal
vector to the slice for optimizing the quasiconvex functional. Fortunately,
this subgradient can be easily obtained when the objective functional is
a fractional one [7, Lemma 4]. Hence, this method is useful for solving
constrained quasiconvex or fractional optimization problems. Hu proposed
the inexact quasiconvex subgradient method, which includes consideration
of sources of inexactness such as computation errors and noise that come
from practical considerations and applications [5]. The inexact quasiconvex
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subgradient method and its detailed convergence analysis indicate how ac-
curate the solution obtained from the quasiconvex subgradient method will
be even if there is some inexactness in the computation. The quasiconvex
subgradient method can be applied to constrained quasiconvex optimiza-
tion problems. However, it uses the metric projection onto the constraint
set for letting the solution be contained in it. This implies that the metric
projection onto the constraint set must be computed in order to use the
quasiconvex subgradient method.

The fixed point quasiconvex subgradient method has been proposed to
relieve the assumption of computability of the metric projection onto the
constraint set. This method combines the Krasnosel’skii-Mann algorithm
[8, 9] with the quasiconvex subgradient method. A nonexpansive mapping
is an extension of the metric projection, and its fixed point set can express
a wider class of constraint sets than the metric projection can. The Kras-
nosel’skii-Mann algorithm [8, 9] is one that finds a fixed point of a given non-
expansive mapping. Thus, the fixed point quasiconvex subgradient method
can optimize a quasiconvex objective functional over the fixed point set of
a nonexpansive mapping and can solve a wider class of constrained qua-
siconvex optimization problems than the quasiconvex subgradient method
can.

This paper proposes a fixed point quasiconvex subgradient method that
takes into account computational inexactness and discusses its convergence
property. Three kinds of inexactness are considered in this paper. The ex-
isting study on the inexact quasiconvex subgradient method [5] considers
computation errors and noise appearing in the subgradient computation. In
addition to these, this paper also considers noise appearing in the computa-
tion of the nonexpansive mapping, since the fixed point quasiconvex subgra-
dient method uses a nonexpansive mapping instead of the metric projection
used in the quasiconvex subgradient method.

The main theorem presented in this paper describes (i) how much errors
affect the solution obtained by the proposed algorithm, (ii) what factors
cause these errors, and (iii) how to bring down the error to under the desired
tolerance. The main theorem is an extension of the existing theorem [4] on
the exact fixed point quasiconvex subgradient method. Hence, this paper
offers a more detailed analysis of the fixed point quasiconvex subgradient
method.

This paper is organized as follows. Section 2 gives the mathematical
preliminaries. Section 3 analyses the convergence of the inexact fixed point
quasiconvex subgradient method. Section 4 concludes this paper.

2. MATHEMATICAL PRELIMINARIES

Let H be a real Hilbert space with inner product (-,-) : H x H — R and its
induced norm ||-|| : H — R. Nis the set of natural numbers without zero, and
R is the set of real numbers. A functional f: H — R is called quasiconvex
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if flaz+ (1 —a)y) < max{f(z), f(y)} for every z,y € H and « € [0,1] [1,
Definition 5.1], [3, Definition (4.4)], [10, Chapter 2]. The effective domain
of a functional f : H — R is defined as dom(f) := {x € H : f(z) < oo}.

Here, let f : H — R be a quasiconvex, continuous functional and let
X C H be a nonempty, closed, convex set. Then, the main problem of this
paper is to

(2.1) minimize f(x) subject to z € X.

We define the set of minima and the minimum value of Problem (2.1) by
X* = argmin,cy f(z) and f, := infyex f(x), respectively.

Let us define the other terms and notations which will be used in the later
discussion. B := {x € H : ||z|| < 1} is the unit ball in this Hilbert space,
and S := {x € H : ||z| = 1} is the unit sphere in that space. Id is the
identity mapping of H onto itself, and the closure of a set C' C H is denoted
by clC.

The metric projection onto a closed, convex set C' C H, denoted by Pp,
is defined as Po(x) € C such that ||z — Po(z)|| = infyec ||z — y|| for any
x € H. For any a € R, the a-slice of a functional f : H — R is defined
as leveq f :={x € H: f(z) < a}. A mapping T : H — H is said to be
nonexpansive if || T(x) — T(y)|| < |z — y|| for any x,y € H, and it is said
to be firmly nonexpansive if | T(z) — T(y)||* + ||(Id =T)z — (Id =T)y||* <
|z — y||2 for any x,y € H. Obviously, a firmly nonexpansive mapping is
also a nonexpansive mapping [2, Subchapter 4.1]. The properties of these
nonexpansivities are described in detail in [2, Chapter 4], [12, Chapter 6.
The fixed point set of a mapping 7' : H — H is defined as Fix(T') := {z €
H:T(z)=x}.

The distance of a vector z € H from aset Z C H is defined as dist(z, Z) :=
inf,ez ||z — 2| [5, Subsection 2.1]. A functional f : H — R is said to sat-
isfy the Hélder condition of order p > 0 with modulus p > 0 on H if
f(z) — fo < p(dist(z, X*))P holds for all z € H [5, Assumption 2]. For
given a point z € H and for a nonnegative real ¢ > 0, we call the set
O f(x):={ge H:(g,y—x) <0 (y €lev yy)—c f)} the e-subdifferential of
the quasiconvex functional f at a point x € H [5, Definition 2.4]. We also
call any of its element a subgradient.

We propose Algorithm 1 for considering the effect of computational in-
exactness on the fixed point quasiconvex subgradient method. The dif-
ference from the original fixed point quasiconvex subgradient method [4,
Algorithm 1] is the three sequences {eg}, {r,{ }, and {r]}. The sequences
{er} and {r,{ } are from [5], and they express the computational errors and
noise, respectively. In addition to these sequences, we consider {r} }, which
expresses the noise appearing in the computation of the nonexpansive map-
ping. If these sequences are always zero, Algorithm 1 coincides with the
existing fixed point quasiconvex subgradient method [4, Algorithm 1].
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Algorithm 1 Fixed point quasiconvex subgradient method [4] with inex-
actness

Require:
fiH—-R T: H—H.
{vr} C (0,00), {a.} C (0,1]. > Hyperparameters
{ex} C [0,00), {r,]:} CH,{rl} cH. > Inexactness
Ensure:
This algorithm generates a sequence {z} C H.
1: 1 € H.
2: for k=1,2,... do
3: gk € a:kf(.fck) ns.
4: Gk ::gk—l—rf:, Ty, ::T—|—7{.
5: Tyl = QpTE + (1 — ak)Tk(xk — ngk)-
6: end for

The following assumption and propositions will be used in the later dis-
cussion.

Assumption 2.1. We suppose that

(A1) the effective domain dom(f) := {z € H : f(x) < oo} coincides with
the whole space H;

(A2) there exists some firmly nonexpansive mapping 7' : H — H whose
fixed point set Fix(7T") coincides with the constraint set X;

(A3) the constraint set X is nonempty, and there exists at least one mini-
mum, i.e. X* # ();

(A4) the generated sequence {zj} is bounded [5, Assumption 1];

(A5) the functional f satisfies the Holder condition of order p > 0 with
modulus g > 0 on H [5, Assumption 2[;

(A6) the sequence {a} C (0,1] satisfies 0 < liminfy_,00 o < limsupy,_, oo o <
1 [4, Assumption 3.1];

(A7) there exist some Ry, Rp,e > 0 such that HT’J:H < Ry for all k € N,
limsupy,_,, ||r{ || = Rr, and limsupy,_, ., €; = € [5, Assumption 3];

(A8) the sequence {vi} C (0,00) converges to some nonnegative real v €

[0,00), > 72, v = 00, and there exists a nonnegative real ¢ > 0 such
that HT‘EH < cyy, for all k € N.

Proposition 2.2 ([7, Lemma 6.(b)]). If  + B C cl(lev f(,)—e, f) for
some T € H and 7 > 0, then (gx,xr — T) > 7 holds.

Proposition 2.3 ([5, Lemma 3.3]). Let {z} be the sequence generated by
Algorithm 1, and suppose that Assumption 2.1 holds. If f(xy) > feo+purP+ex
holds for some ¥ > 0, then (gi,zr — x*) > T for all z* € X*.

Proof. Fix x* € X* arbitrarily. Assumption (A5) guarantees that the Holder
condition of order p with modulus p holds for the point zy. Fix z € x*+7B
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arbitrarily. Then, ||« — 2*|| < 7 holds. Hence, together with the assumption
of this proposition, we have

f(@) = fo < p(dist(z, X*))" < pi® < f(ar) = fr — e
The above inequality implies that @ € levy(,,)_, f, and thus z* + 7B C
levf(z;)—e, /- The result follows from Proposition 2.2. U

3. CONVERGENCE ANALYSIS

First, let us show the two fundamental inequalities for evaluating the
objective functional value and the degree of approximation to the fixed point
set.

Lemma 3.1. Let {x}} be the sequence generated by Algorithm 1, and let
Assumption 2.1 hold. Suppose that x* € X*. Then, there exists a constant
My > 0 such that

1 — 2|

* * 1
<y — 2 — (1 — a) <2vk(<gk,aﬁk —a*) — Ry M, — ivk(Rf +1)?

R+ 1) = I o +-200) ).
for all k € N.

Proof. Fix z* € X* and k € N arbitrarily. The convexity of |-||* ensures
that

-~ 2
w1 — 2*||* = Hakwk + (1 — ag)Ti(zg — vEgr) — »’U*H
~ 2
(3.1) S Q. ||.Tk — :1:*H2 + (1 — ak) HTk(xk — ngk) — :B*H .

Here, let us consider the right term on the right side of the above inequality.
Using the Cauchy-Schwarz inequality, we have

‘Tk(fﬂk — Ukgk) — 90*H2

:H xk—vkgk —x —|—TkH
= | T(xk — vongie) — 1+ |rE||* + 2 (T Tk — ongi) — )
<N T(xx — vrgr) — 2| +H7“kH + 2 || 1T (2 — vrgi) — 2* -

Since the point z* is a fixed point of the nonexpansive mapping 7', the
nonexpansivity of T' ensures that

~ 2
(x) — vegk) — x*H

< ok — oG — 212 + |[rFI|° + 2 |rF || o — vkge — 2*])

< Jlok — vgic = I + 200 [ | gl + 1)) )] + 2 s — 271
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Assumption (A7) guarantees that the noise vectors r,J: are bounded from

above, i.e., ||r£\| < Ry, and this implies that ||gx|| < |\gxl + ||7“£H < Ry +1.
Assumption (A4) implies that there exists a constant M > 0 such that
|lzkl]] < M for all k € N, and the sequence {|z; —z*||} is also bounded
because |z — x*|| < [|xg|| + ||a*|| < M + ||«*|| for all £ € N. Let us define
the constant M; as this upper bound. Hence, we obtain

~ 2
HTk(ﬂ?k — Vkgk) — 33*”
(32) < llox —vngi — 2*I* + 2ve || || (Rp + 1) + ||| (|7 ]| +2M0)

from the above inequality. Next, let us evaluate the left-most term on the
right side of the above inequality. Expanding the term and rearranging it,
we have

|z — vrgi, — =¥

= |l — ** = 201 (i, 21 — 2*) + 0} || GiI®

1 .
= o= "1 ~ 20 (dgn = )+ (Lo —a*) = Jun il )

Using the Cauchy-Schwarz inequality, the term (7‘,{ , T —x*) can be bounded
from above by <r£,xk —a*) < Hrf;H |z — 2*|| < RgM;. Hence, we obtain

. — vkgi — 2%
(3.3) < lax — 2*||* — 20x <(gk, x —a*) — RyMy — %vk(Rf + 1)2> .
The obtained inequalities (3.1), (3.2) and (3.3) imply that
k1 — 2"

* * 1
< ||SUk — T H2 — (1 — Oék) (2vk<<gk,xk — T > — RfMl - §’Uk(Rf + 1)2

~IE N g+ 1)) = W () 200 )-
This completes the proof. 0

Lemma 3.2. Let {x}} be the sequence generated by Algorithm 1, and let
Assumption 2.1 hold. Suppose that z € Fix(T'). Then, a constant My > 0
exists such that

lzksr — 2|1 < ok — 2)° = (1 — ag) ||z — T(xr — vidi) ||
2
+20(Ry + 1) Mz + 2 ||ric || M+ |||
for all k € N,
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Proof. Fix z € Fix(T) and k € N arbitrarily. Using the convexity of ||-||%,
we have

~ 2
w1 = 21 = owan + (1 = @) T(wn — vii) - |
~ 2
(3.4) < allop = 2>+ (1= ) | T(ox — vige) — 2| -

Next, let us consider the term ||T(z; — vpgr) — 2||2. Expanding this term
leads to

~ 2
HT(iL‘k — Vkgk) — ZH = || (2 — vgr) — 2 + 7 H
(3.5) = | T(xx — vide) — 2% + 2 (ra, T, — veii) — 2) + |[rE |

Let us further consider the term ||T(z — vigi) — 2||?. With the firm nonex-
pansivity of T, an upper bound of the term can be estimated at

T (zr, — vedn) — 212

< ok = vidie — 21> = |1 =T) (. — vge) — (1d =T)(2)|*

= ||k — vrdi — 2lI” = 2 — vede — T (@ — vide) |

= ||k — 2lI” = 2 (vedr 2% — 2) + v} |7kl

- (||$k — T(xk — vrdie) |* — 2 (Vkdie 2 — T(@n — vidn)) + v ||§k||2>

=z — 2l = ok — T — vrdi) |> + 2 (0dr, 2 — T(r — vrdin)) -
From equality (3.5), we obtain an upper bound of the term ||T(z; — vpdy) —
z||? as follows

HT(IBk — Ukgk) — 2H2 < lag — 2| = ||lzw — Tz — vige) || + Hr,{HQ
+ 2 (vpgr — i,z —T(xg — VRGk) ) -

Assumption (A4) implies that there exists a constant M > 0 such that
|lzkl] < M for all k£ € N, and the sequence {||z — T'(x — vkgr)||} is also
bounded because ||z — T'(zr, — vegr)|| < ||2]| + |2kl + ve lgrl] < ||zl + M +
(supjenvy)(Ry + 1) < oo for all k € N. Let us define the constant M; as
this upper bound. Together with the Cauchy-Schwarz inequality, the above
inequality implies that

~ 2
T @r = vk = 2| < llaw = 21 = g = Tox — vige)”
~ T T2
+ 2(og |gell + || [ M2 + || ric |
< g = 2I° = llaw — Twr — vedi)|®

+ 205(Ry + )My + 2||rF || Mo + ||rT |17
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Combining this estimation with inequality (3.4), we obtain
ks — 21 < el — 2)* + (1 — ) (ka — 2| = [l = Tax — vidi) I
20 (R + )My +2 ||| Mo + || |*)
< Nk — 217 = (1= )l — T(an — o) I

+205(Ry + )My + 2 ||rF || My + || T ||,

and we have arrived at the desired inequality. ([

The following lemma will be used for the proof by contradiction.

Lemma 3.3. Let {xy} be the sequence generated by Algorithm 1, and let
Assumption 2.1 hold. If a number k € N and a nonnegative real § > 0 exist
such that

p
flag) > fu+p <(Rf + )My + %Uk(Rf + 1)2 + H?{H (Rf + 1+ g) + 5) + €k,

then,
k1 — 2*° < ok — 2*))* = 2066(1 — o)
holds for any x* € X*.

Proof. Fix x* € X* arbitrarily. Lemma 3.1 implies that

s = < o = = (1 = o) (20 {gnon = o) = Ry

ARy 02 o) (R4 1)) T T+ 200) )

Assumption (A8) guarantees that Hrz;H < cvg. Hence, we obtain
Y S A (] XA QU Y
SRy + 12— o] (s 4 1>> o (|l7T)| + le))
~ o =" = 20001 = ) {gnon %) (R + )0y

- %uk(Rf + 12 = || (Rr+1+5) )
Here, from Proposition 2.3 with the assumption of this lemma, we have
(gr,z) — %) > (Ry + ) M7 + %vk(Rf +1)2+ L] (Rf +1+ g) + 6.
Hence, the above two inequalities leads to the desired inequality
lzrn = 2 < ag — 2*|* = 2008(1 — a,).

This completes the proof. O
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Now, let us prove the following lemma, which will be used for proving the
main theorem.

Lemma 3.4. Let {x} be the sequence generated by Algorithm 1, and let
Assumption 2.1 hold. Then, there exists a subsequence {xy,} C {xx} which
satisfies

1 e\ \?
< f* +u <(Rf —|—C)M1 + §U(Rf + 1)2 +RT (Rf + 1+ 2)) + €,
(i) liminf |Jzg, — T(zk, — vkde,)||
11— 00
2

< —

~ liminf; o0 (1 — o)
where My, My > 0 are constants whose existence is guaranteed by Lem-
mas 3.1 and 3.2.

(20(Ry + 1)Ms + 2RpMs + R7) |

Proof. Fix x* € X* arbitrarily. We will prove the assertion by separating
the problem into two cases: the case where a number kg € N exists such
that ||zg41 — o*|| < ||z — «*| for all k& > ko, and its negation.

(Positive case). First, let us consider the positive case, i.e., there is a number
ko € N such that [|zg1 — 2*|| < ||lxx — 2*|| for all k& > ko. Here, let us prove
the existence of a subsequence that satisfies the property (i). We will proceed
by way of contradiction, and suppose that

1 p
liminf f(ay) > fo + p ((Rf + )My + Ju(Rp +1)° + Ry (s +1+ ;)) e

The strictness of the above inequality guarantees the existence of positive
constants 91, d2, 3,94 > 0 such that

1
i f(e) > .+ (R -+ Db + G0+ )Ry + 17

+(Br+05) (Rp +1+ g) v 53)p + e+ 26,

Here, there exists a number k1 € N such that v, < v+ 67 for all k¥ > k; since
the sequence vy converges to the constant v. From Assumption (A7), the
property of the limit superior guarantees the existence of a number ko € N
such that it is greater than k; and HrkTH < Rp + 65 for all k > ko. Similarly,
there exists a number k3 € N such that it is greater than ks and e < € 4+,
for all £ > ks. Furthermore, the property of the limit inferior ensures the
existence of a number k4 > k3 such that f(xp) > liminfy_,o f(zx) — d4 for
all k > k4. Hence, we have

1 P
flxg) > fu+p ((Rf + )My + §vk(Rf +1)2 + HT}CFH <Rf +1+ g) + 53) + €.

for all k > k4. Lemma 3.3 with the above inequality guarantees that

ki1 — 2* < ok — 2*))* — 20k63(1 — ).
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for all k > k4. Assumption (A6) implies that a number ks > k4 exists such
that oy < (1 + limsupy,_, ., ag)/2 for all k > k5. Hence, we have

|2pp1 — ¥ < [Jag — z*]* — vids (1 — limsup ak>

k—o0
< gy — 2*||> — 63 (1 — hmsupak> Z vj
k—o0 j—=ks

for all k > k5. Assumption (A6) guarantees that limsup;_,. oy is strictly
less than 1. Therefore, the assumption )2 ; vy = oo means that the above
inequality does not hold for large enough k£ > k5, and we have arrived at a
contradiction. Hence, we have

1 e\
liminf f(zy) < fo +p | (R +¢)My + ~v(Ry +1)* + Ry (Rf +1+ 7> +e.
k—o00 2 2
Hence, the above inequality implies the existence of a subsequence {zy,} C
{1} which satisfies

lim f(zy,) = liminf f(zy)

1—00

1 p
< f*"‘M <(Rf+C)M1+2?J(Rf+1)2+RT <Rf+1+§>> + €.

Let us prove that this subsequence also satisfies the property (ii). From
Lemma 3.2, we have

(1= o) ok, — T(ar, — v, i) + 1ok 1 — 212

< ok, = | + 200, (Ry + DMy + 2 [ | Me + ||
Here, there exists a beginning number iy € N such that every following

number ¢ > iy satisfies that liminf; , (1 — ;)/2 < 1 — ), because of the
property of the positive limit inferior liminf;_, (1 — «;). Hence, we have

1 -
3 (mint(1 = ) ) o, = Tlo, = .30 1P + g a = o

J—00

< Naw, — @[ + 20, (Ry + )M +2 |7

o o s+ 0 2 (p o)) 0+ (s )

for all ¢ > ig. Each term on the right side of the above inequality without the
term ||z, — 2*||* converges because the assumption of this theorem guaran-
tees the convergence of the sequence {vy,} and other terms are monotone
decreasing and bounded from below with respect to the subscript ¢ € N.
Therefore, the fundamental properties on the inequality relationships of the
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limit inferior [12, Section 1.4] lead to

1
<11m1nf(1 — ozj)> liminf ||z, — T(xx, — vk, dx,)||> + liminf |2z, 1 — 2%
2 1—00 1—00

J—00

< l1m1nf |2k, — H + 2, (Ry + 1) My + 2 (SUP HTk H) My + (SUP Hrk H)
k>

= liminf ||z, — 2*||* 4+ 2v(R; + 1) My + 2Ry My + R..
1—00

Here, we have assumed that the sequence {||zx — x*||} is monotone decreas-
ing in this case. Furthermore, this sequence is bounded from below. Hence,
it converges. Therefore, the limit point of the sequence {||xx — z*||} is
unique, i.e.,

liminf ||z, 41 — 2| = iminf ||z, — 2*|| = lm ||z — 2.
i—00 i—00 k—o0

This implies that

1
5 <hm inf(1 — a])) liminf |z, — T(xx, — vk, Gk,)|*
1—00

J—00

< 20(Ry +1)My + 2Ry Ms + Rj..

From Assumption (A6), liminf;_,.(1—a;) is not zero. Hence, in the positive
case, there exists a subsequence {xj,} C {x;} which satisfies properties (i)
and (ii).

(Negative case). Next, let us consider the negative case, in other words, the
case where a subsequence {zy,} C {zx} exists that satisfies ||z, —2*|| <
|z, +1 — x| for all i« € N. Similarly to the positive case, let us prove that
the subsequence {zy,} satisfies the property (i). Fix ¢ € N arbitrarily. We
will proceed by way of contradiction, and suppose that

1 1\
flzr,) > fot ((Rf + )M + 5vki(Rf + 1%+ ||rt (Rf +1+ g) + Z) + €,

From Lemma 3.3, we have

2Uk

k41— 2*1* < Jlag, — || (1= o).

The assumption in this case, ||zg, —2*|| < ||xg,+1 —2*||, contradicts the
above inequality. Hence, we have

1 1\?
< fetw ((Rf + )M + ivki(Rf + 1)2 + HT%ZH (Rf + 1+ %) + Z) + ek,

7

p
1 1
< futp| (Rp+ )M+ v (Ry + 1)+ | sup ||r || (Rf+1+9) +=| +supe
2 k>ki 2/ i k>ki
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for all 2 € N. This implies that
1 p
lixginff(zki) < fetw <(Rf + )My + 5v(Rf +1)2+ R} (Rf +1+ g)) + e,

and thus, a subsequence {xklj} C {z,} exists that satisfies property (i).

Let us prove that this subsequence also satisfies the property (ii). From
Lemma 3.2, we have

2 2
(1 - akij) kaz] - T(xkij - Ukijgkij)H + kaij+1 - x*H

*

2 T T 2
+ 2up, (Rp +1) My + 2 Hrk H M + Hrk
J J

= H‘”’w -

Here, there exists a beginning number j, € N such that every following
number j > jo satisfies that liminf; (1 —a;)/2 <1 — g, because of the

property of the positive limit inferior liminf;_,. (1 — «;). Hence, we have

l—o00

1/, . ~ 2 2
3 (hmlnf(l - Oéz)> Hﬂﬁkj — T(xy,, — Ukijgkij)H + Hﬂfkijﬂ - JU*H

2 T T 2
< Hx’% — x*H + 2vkij (Rf +1)My+2 Hrkl H Mo + Hrkl
J J

2
< kalj — x*H + 21}1%. (Ry+1)My +2 <sup Hrk H) My + (sup Hrk H)

kzklj

for all j > jo. Each term on the right side of the above inequality without
2

converges, as we saw in the positive case. Hence, we

the term Hwkz —a*
J
have

1 2 2
- (hminf(l — al)> lim inf kal — T (g, — vkzgkl)H 4+ lim inf kai,ﬂ — x*”
2 j j R j—00 j

l—00 j—o0

2
< lim inf kaj - az*H +20(Ry +1)Ms + 2Ry M, + R2.

_]—)OO
Here, the assumption in this case implies
. . * 2 . . * 2
lim inf Hwk’ - H < lim inf kai‘J’,l —x H .
Jj—00 J J—00 J
Hence, we obtain

‘ 2

L/, . o .
3 (hm inf(1 — al)> lim inf Hx’% — T@fki]. — Uk, gkij)

l—00 j—00
< 20(Ry + 1)My + 2Ry M, + R7..
From Assumption (A6), liminf; ,,(1 — ;) is not zero. Therefore, the sub-
sequence {l‘kij} C {z} satisfies properties (i) and (ii). This completes the
proof. O
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The following theorem is the main theorem of this paper. This theorem
extends the existing theorems [4, Theorems 3.1 and 3.2] of the exact fixed
point quasiconvex subgradient method for both constant and diminishing

step-size rules. We can obtain them by letting e, r£ , 7{ and ¢ be zero for
all k e N.

Theorem 3.5. Let {1} be the sequence generated by Algorithm 1, and let
Assumption 2.1 hold. Then, there exists a subsequence {xy,} C {xr} which
satisfies

(i) lim f(zp,)
1—00
1 9 o\
< fotn ((Bp+0)Miga+50(Rp + 1 + Re (Rr+1+5) ) +6,
(i) T s, — TP

<20(Ry +1)Migo +40*(Ry + 1)* + Rp(Rr + Mi24)

for some constant My 2o > 0 which is determined by My in Lemma 3.1, Mo
in Lemma 3.2, and the sequence {ay}.

Proof. Lemma 3.4 ensures the existence of a subsequence {zy,} C {x}
which satisfies

(3.6) lim f(z,)

1 p
< fitp ((RerC)Ml + §U(Rf+1)2+RT (Rf + 14+ g)) + €,
and
71— 00

2

<
~ liminf; (1 — ay)

(20(Ry + 1)Ms + 2Rr M, + R7Y) .

In the following discussion, let us consider this subsequence. Fix ¢ € N
arbitrarily. ||z, — T(zx,)||* can be expanded with the triangle inequality by
noting the nonexpansivity of T' as follows:

(3.9)

2k, — T ()|

< (lak, = Tk, — vk, @)l + 1T (@, — vk,Gr,) — T

< (lzk, — T(@h; — Vi) + vk 1381

= llwk, = T(r, — vk, Gie) 1> + 208, 13, | 128, — T, — vk i) | + 02, 113, 1
<||zg, — T(xg, — vkigki)]ﬁ + 2uy, (R + 1) ||wx, — T(xk, — v, Gr,) || + v,%i(Rf +1)%

Here, an upper bound of the term ||z, — T'(zx, — vk, Gk, )|| can be estimated,
from the nonexpansivity of 7" with an arbitrarily chosen fixed point z* €
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X*(#0), at
kaz - T(xkz - vkzgkz)” < ||xk1 - .CC*” + ||‘T* - T(wkz - vkzgkz)H

for all # € N. Here, the sequence {||zy, — z*||} C {||lzx — 2*||} is bounded
from above by a constant M; whose existence is guaranteed by Lemma 3.1,
and the sequence {||gk, ||} C {||gx||} is bounded from above by a constant
Ry + 1, as we saw in the proof of Lemma 3.1. Hence, we obtain

|z, —T(xk, — v, Gr,)|| < 2M71 + v, (Rf + 1)
for all 7 € N. Hence, using inequality (3.8), we have
2k, — T ()|
< lww, = Twr, = vk, Gi)|° + 201, (Ry + 1) (2M1 + g, (Ry + 1)) + v (Ry + 1)
< lww, = Twr, — vk, G |* + dog, (Ry + 1) (My + vy, (R +1))

for all i € N. Together with the convergence of the sequence {v;} and
inequality (3.7), we have

liminf ||z, — T(xkz)H2
71— 00

< liminf [y, — T, — o) + 0By + D, + o(Ry +1))
2
<
~ liminf; (1 — )
+4v(Ry 4+ 1)(My +v(Rf 4+ 1)).

Here, let us define M9, := max{4M;,4My/liminf; (1 — ay,)} < oo.
Accordingly, we have the desired inequality:

lim inf |lzg, — T(ag,)|* < 20(Ry + 1) M 20+ 40* (R +1)° + Rr(Rr + Mi2,0).
o

(20(Ry + 1)Ms + 2Ry Ms + R7)

This completes the proof. [l

4. CONCLUSION

We discussed the convergence of the fixed point quasiconvex subgradient
method in the case where some inexactness exists on the computation. The
main theorem extends the existing results for the exact fixed point quasicon-
vex subgradient method and reveals the convergence property of the fixed
point quasiconvex subgradient method when computational inexactness ex-
ists.
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